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Abstract. We prove for a large class of symmetric pseudo differential operators that they generate a Feller semigroup and therefore a Dirichlet form. Our construction uses the Yosida-Hille-Ray Theorem and a priori estimates in anisotropic Sobolev spaces. Using these a priori estimates it is possible to obtain further information about the stochastic process associated with the Dirichlet form under consideration.

Introduction.

Generators of Feller semigroups are characterized by the Yosida-Hille-Ray Theorem, see [7] or [13]. This characterization involves the notion of the positive maximum principle. It was Ph. Courrège [6] who gave a characterization of operators satisfying this maximum principle. He proved that these operators are certain integro-differential-operators and later these results had been developed further in order to continue studies started by von Waldenfels [39]-[40]. More recent results on generators of Feller semigroups can be found in [8] or [37]. However, even in the paper [6], Courrège gave also a characterization of
the operators satisfying the positive maximum principle as pseudodifferential operators. These pseudodifferential operators have a symbol $a : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ with the property that for any $x \in \mathbb{R}^n$ the function $\xi \mapsto a(x, \xi)$ is a continuous negative definite function, see Definition 1.1. At that time the theory of pseudodifferential operators was rather young, see [18] and [28], and it seems to us that this characterization has never been used to construct Feller semigroups or Markov processes. Only recently there are some investigations using the theory of pseudodifferential operators to construct and study Markov processes. For example T. Komatsu in [29]-[32] uses the theory of elliptic standard pseudo differential operators to study perturbations of symmetric stable processes; and in [27] A. N. Kochubei uses the theory of hypersingular integrals due to S. G. Samko, see [36], to obtain Markov processes by constructing fundamental solutions of certain parabolic pseudo differential operators.

On the other hand continuous negative definite functions do enter in a quite different way in the theory of Markov processes. They do also characterize translation invariant Dirichlet forms, see [2], [9] and as a standard reference for Dirichlet forms [14]. In [23] we pointed out that it is possible to combine Hilbert space methods, which are very convenient when working with Dirichlet forms, with the result of Courrège in order to construct a Feller semigroup starting with a pseudodifferential operator having a symbol with the properties mentioned above. In [24] a special example of an elliptic pseudodifferential operator was discussed in detail.

The purpose of this paper is to give further examples of pseudo differential operators generating Feller semigroups and to study properties of corresponding objects like the associated Dirichlet form and Markov process. Now the operators under consideration are no longer elliptic pseudodifferential operators and some classical calculus of pseudodifferential operators is not applicable. While our strategy in constructing the semigroup is just the same as in [23], it was necessary to strengthen some results of [23]. In particular the commutator estimate in Section 6 improving an earlier result, see [22], plays an essential part in proving the fundamental estimates.
1. Notations and auxiliary results.

Most of our notations are standard. The spaces $C^\infty_0(\mathbb{R}^n)$, $C^m(\mathbb{R}^n)$, $0 \leq m \leq \infty$, $L^p(\mathbb{R}^n)$, $1 \leq p \leq \infty$, the Schwartz space $S(\mathbb{R}^n)$ and the Sobolev space $H^s(\mathbb{R}^n)$, $s \in \mathbb{R}$, are defined as usual. In the case $m = 0$ we write $C(\mathbb{R}^n)$ instead of $C^0(\mathbb{R}^n)$. By $C_\infty(\mathbb{R}^n)$ the space of all continuous functions $u : \mathbb{R}^n \to \mathbb{R}$ vanishing at infinity is denoted.

Further we set $H^\infty(\mathbb{R}^n) = \bigcap_{s > 0} H^s(\mathbb{R}^n)$. The supremum norm is denoted by $\| \cdot \|_\infty$, the norm in $H^s(\mathbb{R}^n)$ is denoted by $\| \cdot \|_s$, in particular the norm in $L^2(\mathbb{R}^n)$ is $\| \cdot \|_0$ and $(\cdot, \cdot)_0$ is the scalar product in $L^2(\mathbb{R}^n)$.

The norm in $L^p(\mathbb{R}^n)$, $p \neq 2, \infty$, is denoted by $\| \cdot \|_{L^p}$. For $s \in \mathbb{R}$ we define the function $\Lambda^s : \mathbb{R}^n \to \mathbb{R}$ by $\xi \mapsto \Lambda^s(\xi) = (1 + |\xi|^2)^{s/2}$ and we have $\|u\|_s = \|\Lambda^s(D)u\|_0$, where $\Lambda^s(D)$ is given by

$$
\Lambda^s(D)u(x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{ix\xi} \Lambda^s(\xi) \hat{u}(\xi) \, d\xi.
$$

Here and in the following we denote by $\hat{u}$ the Fourier transform of $u$. By the Sobolev embedding theorem, see p. 121 of [33], we find for $s > m + n/2$, $m \in \mathbb{N}$, that

$$
\|u\|_{C^m} \leq c \|u\|_s
$$

holds for all $u \in H^s(\mathbb{R}^n)$, where

$$
\|u\|_{C^m} = \max_{|\alpha| \leq m} \sup_{x \in \mathbb{R}^n} |\partial^\alpha u(x)|.
$$

Moreover it follows that for $|\alpha| \leq m$ we have $\partial^\alpha u \in C_\infty(\mathbb{R}^n)$. In order that the last statement makes sense we have to identify $H^s(\mathbb{R}^n)$ with a subspace of $C^m(\mathbb{R}^n)$, which is possible by Sobolev’s embedding theorem for $s > m + n/2$. Thus in this case we will always regard $H^s(\mathbb{R}^n)$ as a subspace of $C^m(\mathbb{R}^n)$. Since $C_\infty^0(\mathbb{R}^n) \subset H^s(\mathbb{R}^n)$ for all $s \geq 0$ and since $C_\infty^0(\mathbb{R}^n)$ is dense in $C_\infty(\mathbb{R}^n)$ with respect to the norm $\| \cdot \|_\infty$, it follows that for $s > n/2$ the space $H^s(\mathbb{R}^n)$ is dense in $C_\infty(\mathbb{R}^n)$ with respect to the supremum norm.

Next let us introduce the notion of a negative definite function which will be central in our paper.

**Definition 1.1.** A function $a : \mathbb{R}^n \to \mathbb{C}$ is said to be negative definite if for all $m \in \mathbb{N}$ and $(x^1, \ldots, x^m)$, $x^j \in \mathbb{R}^n$, $1 \leq j \leq m$, the matrix

$$
\left( a(x^i) + a(x^j) - a(x^i - x^j) \right)_{i,j=1,\ldots,m}
$$
is positive Hermitian, i.e. if for all m-tuples \((c_1, \ldots, c_m) \in \mathbb{C}^m\)

\[
\sum_{i,j=1}^{m} \left( a(x_i) + a(x_j) - a(x_i - x_j) \right) c_i \overline{c_j} \geq 0.
\]

A standard reference for negative definite functions is the book [1]. In particular the following lemma is proved there.

**Lemma 1.1.** Let \(a : \mathbb{R}^n \to \mathbb{R}\) be a continuous negative definite function. Then \(a\) is nonnegative and there exists a constant \(c_a\) such that

\[
a(\xi) \leq c_a \left(1 + |\xi|^2\right)
\]

for all \(\xi \in \mathbb{R}^n\). Further \(a^{1/2}\) is also a negative definite function.

We also recall Lemma 2.1 of our paper [22].

**Lemma 1.2.** Let \(a : \mathbb{R}^n \to \mathbb{R}\) be a continuous negative definite function. Then we have for all \(\xi, \eta \in \mathbb{R}^n\)

\[
|a(\xi) - a(\eta)| \leq 4a^{1/2}(\xi)a^{1/2}(\xi - \eta) + a(\xi - \eta).
\]

As pointed out in [19, p. 327-328], (see also Section 10 of this paper) using examples of continuous negative definite functions given in [1], continuous negative definite functions need not be differentiable nor do they in general belong to classical symbol classes such as the class \(S^{m}_{\rho,\delta}(\mathbb{R}^n)\), see [38] for the definition.

Finally let us remark that throughout this paper \(c\) denotes a nonnegative constant which may change from line to line.

### 2. Some function spaces.

In this section we will introduce a family of anisotropic Sobolev spaces related to a continuous negative definite function.

**Definition 2.1.** Let \(a^2 : \mathbb{R}^n \to \mathbb{R}\) be a continuous negative definite function and \(q \geq 0\) a real number. We define the space \(H^{a^2,q}(\mathbb{R}^n)\) by

\[
H^{a^2,q}(\mathbb{R}^n) = \left\{ u \in L^2(\mathbb{R}^n) : \int_{\mathbb{R}^n} \left(1 + a^2(\xi)\right)^{2q} |\hat{u}(\xi)|^2 d\xi < \infty \right\}
\]
On $H^{a^2,q}(\mathbb{R}^n)$ we have the norm

\begin{equation}
\|u\|_{q,a^2}^2 = \int_{\mathbb{R}^n} (1 + a^2(\xi))^{2q} |\hat{u}(\xi)|^2 d\xi.
\end{equation}

With the norm (2.2) the space $H^{a^2,q}(\mathbb{R}^n)$ is a Hilbert space and $C_0^\infty(\mathbb{R}^n)$ is a dense subspace. Moreover, by Lemma 1.1 it follows that $H^{a^2,q}(\mathbb{R}^n)$ contains the space $H^{2q}(\mathbb{R}^n)$ and is contained in $L^2(\mathbb{R}^n)$. Later we will often assume that for some $t$, $0 < t \leq 2$, the estimate

\begin{equation}
ct (1 + |\xi|^2)^{t/4} \leq (1 + a^2(\xi))^{1/2}
\end{equation}

holds. Clearly this implies that $H^{a^2,q}(\mathbb{R}^n)$ is continuously embedded into the space $H^{tq}(\mathbb{R}^n)$, i.e. we have

\begin{equation}
\|u\|_{tq} \leq c_t \|u\|_{q,a^2}.
\end{equation}

Thus when (2.3) holds and $q$ is sufficiently large we can identify $H^{a^2,q}(\mathbb{R}^n)$ with a dense subspace of $C_\infty(\mathbb{R}^n)$.

The next lemma is proved as Proposition 1.5.A in [21].

**Lemma 2.1.** Suppose that $\lim_{|\xi| \to \infty} (1 + a^2(\xi)) = \infty$ holds. Further let $q \geq 0$ be given and $r > q$. Then for any $\eta > 0$ there exists a constant $c(\eta) = c(\eta; r, q, a^2)$ such that

\begin{equation}
\|u\|_{q,a^2} \leq \eta \|u\|_{r,a^2} + c(\eta) \|u\|_0
\end{equation}

for all $u \in H^{a^2,r}(\mathbb{R}^n)$.

We will need the following characterization of the dual space of $H^{a^2,q}(\mathbb{R}^n)$.

**Proposition 2.1.** Let $a^2$ and $q$ be as in Definition 2.1. Then the dual space of $H^{a^2,q}(\mathbb{R}^n)$ is the completion of $L^2(\mathbb{R}^n)$ with respect to the norm

\begin{equation}
\|u\|_{-q,a^2} = \sup_{0 \neq v \in H^{a^2,q}(\mathbb{R}^n)} \frac{|(u,v)_0|}{\|v\|_{q,a^2}}.
\end{equation}

Moreover, for $u \in L^2(\mathbb{R}^n)$ we have

\begin{equation}
\|u\|_{-q,a^2}^2 = \int_{\mathbb{R}^n} (1 + a^2(\xi))^{-2q} |\hat{u}(\xi)|^2 d\xi.
\end{equation}
Since \( L^2(\mathbb{R}^n) \) is dense in \( [H^{s,q} (\mathbb{R}^n)]^* \) with respect to the norm \( \| \cdot \|_{-q,a^2} \), we have \( [H^{s,q} (\mathbb{R}^n)]^* = H^{s,-q} (\mathbb{R}^n) \), where the space \( H^{s,-q} (\mathbb{R}^n) \) is defined by (2.1) taking \(-q\) instead of \(q\) and \(u\) to be a Schwartz distribution.

In the case of the usual Sobolev spaces this result can be found in [34, p. 31]. The proof of our proposition follows essentially the lines of the considerations in [11, p. 201-203], and is left to the reader. We also refer to Proposition 1.2 in [21].

3. The operator \( L(x,D) \).

As pointed out in the introduction we want to construct a Feller semigroup and therefore a Dirichlet form by starting with a pseudodifferential operator \( L(x,D) \). This operator will be introduced now. For \( 1 \leq j \leq n \) let \( a^2_j : \mathbb{R} \to \mathbb{R} \) be a continuous negative definite functions. Further, for \( 1 \leq j \leq n \) we assume that functions \( b_j : \mathbb{R}^n \to \mathbb{R} \) are given. The operator \( L(x,D) \) is defined by

\[
L(x,D) = \sum_{j=1}^{n} b_j(x) a^2_j(D_j)
\]

(3.1)

where \( a^2_j(D_j) \), \( 1 \leq j \leq n \), is the operator

\[
a^2_j(D_j) u(x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{ix\xi} a^2_j(\xi_j) \hat{u}(\xi) d\xi.
\]

(3.2)

Clearly by Lemma 1.1 this operator is well defined on \( C_0^{\infty}(\mathbb{R}^n) \). Later we will introduce a larger domain for \( L(x,D) \). Let \( a^2 : \mathbb{R}^n \to \mathbb{R} \) be the function

\[
a^2(\xi) = \sum_{j=1}^{n} a^2_j(\xi_j)
\]

(3.3)

Since each of the functions \( a^2_j \) is a continuous negative definite function it is clear that \( a^2 \) and \( 1 + a^2 \) are continuous negative definite functions (see Section 10). Obviously we have with suitable constants for any \( s \geq 0 \)

\[
c_{n,s} \leq \frac{1 + \sum_{j=1}^{n} a^2_j(\xi_j)}{(1 + a^2(\xi))^s} \leq \tilde{c}_{n,s}.
\]

(3.4)
Now take \( r, t \in (0, 2] \), \( r \geq t > 0 \) and let \( m_0 \) be the smallest even integer such that

\[
(3.5) \quad t (m_0 + 1) \geq 3 + \left\lfloor \frac{n}{2} \right\rfloor
\]

holds. Further suppose

\[
0 < 1 - \frac{r}{2t} - \frac{r(r - t)m_0}{t^2}.
\]

Let \( \delta \in (0, 1 - r/(2t) - r(r - t)m_0/t^2) \) be fixed and define \( s \) by

\[
(3.6) \quad s = (1 - \delta) \frac{t}{r} - \frac{1}{2}.
\]

It follows that

\[
(3.7) \quad s - \frac{(r - t)m_0}{t} > 0.
\]

Taking \( t \) and \( r \) as above we assume

\[
(3.8) \quad c_r (1 + |\xi|^2)^{t/2} \leq 1 + a^2 (\xi) \leq c_r (1 + |\xi|^2)^{r/2}.
\]

Now we can state our assumptions on the coefficients \( b_j \).

**B.1.** It is assumed that \( b_j \) is bounded and continuous.

**B.2.** We suppose that \( b_j = d_j + c_j \), where \( c_j \) is a real number and \( d_j : \mathbb{R}^n \to \mathbb{R} \) is a function satisfying

\[
(3.9) \quad |d_j^\ast (\xi)| \leq c_q (1 + |\xi|^2)^{-q}.
\]

where \( q = n + r(s + 1/2) + tm_0 + 1 \).

**B.3.** For all \( x \in \mathbb{R}^n \) we require

\[
(3.10) \quad b_j (x) \geq \delta_1 > 0
\]

to hold.
For some $x_0 \in \mathbb{R}^n$ we assume

\begin{equation}
\max_{1 \leq j \leq n} \sup_{x \in \mathbb{R}^n} |b_j(x) - b_j(x_0)| \leq \frac{\delta_1}{2n}.
\end{equation}

In order to prove commutator estimates for the operators $a_j(D_j)$ we have in addition to assume that

\begin{equation}
c_j \left(1 + |\xi_j|^2\right)^{t_j/2} \leq 1 + a_j^2(\xi_j) \leq \tilde{c}_j \left(1 + |\xi_j|^2\right)^{r_j/2},
\end{equation}

where $0 < t_j \leq r_j \leq r \leq 2$.

In Section 10 we will give examples of operators satisfying all the conditions stated above. Note that our assumptions are far from being the most general or the sharpest. In particular when considering special operators as it was done in [24] or [16] much of our assumptions could be relaxed. Beside the operator $L(x, D)$ we also will often consider the operator $L^\lambda(x, D) = L(x, D) + \lambda$, $\lambda \in \mathbb{R}$.

The next lemma will be used frequently

**Lemma 3.1.** For all $u \in C_0^\infty(\mathbb{R}^n)$ we have

\begin{equation}
\|a_j(D_j) u\|_0^2 \leq \sum_{j=1}^n \|a_j(D_j) u\|_0^2 \leq \|u\|_{1/2, a^2}^2.
\end{equation}

**Proof.** For $u \in C_0^\infty(\mathbb{R}^n)$ we have

\begin{align*}
\|a_j(D_j) u\|_0^2 &= \int_{\mathbb{R}^n} a_j^2(\xi_j) |\hat{u}(\xi)|^2 d\xi \\
&\leq \int_{\mathbb{R}^n} \sum_{j=1}^n a_j^2(\xi_j) |\hat{u}(\xi)|^2 d\xi \\
&\leq \int_{\mathbb{R}^n} \left(1 + \sum_{j=1}^n a_j^2(\xi_j)\right) |\hat{u}(\xi)|^2 d\xi = \|u\|_{1/2, a^2}^2.
\end{align*}

4. **On the bilinear form associated with $L(x, D)$.**

The operator $L(x, D)$ can be regarded as a pseudo differential operator with symbol

\begin{equation}
L(x, \xi) = \sum_{j=1}^n b_j(x) a_j^2(\xi_j).
\end{equation}
This operator is clearly defined on $C_0^\infty (\mathbb{R}^n)$ by

$$L (x, D) u (x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{ix\xi} L (x, \xi) \hat{u} (\xi) \, d\xi$$

(4.1) \[= (2\pi)^{-n/2} \sum_{j=1}^{n} b_j (x) \int_{\mathbb{R}^n} e^{ix\xi} a_j^2 (\xi) \hat{u} (\xi) \, d\xi.\]

Since $a_j^2 (D_j) u \in C_0^\infty (\mathbb{R}^n)$ for any $u \in C_0^\infty (\mathbb{R}^n)$, see [21, Proposition 1.4] and $b_j \in L^\infty (\mathbb{R}^n)$, it follows that we can define on $C_0^\infty (\mathbb{R}^n)$ the bilinear form

$$B (u, v) = (L (x, D) u, v)_0 = \sum_{j=1}^{n} (b_j (\cdot) a_j^2 (D_j) u, v)_0.$$

(4.2) The bilinear form associated with $L^\lambda (x, D)$ is denoted by $B_\lambda$. Our next aim is to prove that $B$ has a continuous extension onto $H^{s,1/2} (\mathbb{R}^n)$. For this we need

**Proposition 4.1.** Suppose that (3.12) holds. Then for any $\eta > 0$ there exists a constant $c (\eta) \geq 0$ such that

$$||[a_j (D_j), b_j (\cdot)]u||_{1/2, a^2} \leq \eta ||u||_{1/2, a^2} + c (\eta) ||u||_0$$

(4.3) for all $u \in H^{s,1/2} (\mathbb{R}^n)$. As usual we denote by $[a_j (D_j), b_j (\cdot)]$ the commutator of $a_j (D_j)$ and $b_j (\cdot)$, i.e. the operator

$$u \mapsto a_j (D_j) (b_j u) (\cdot) - b_j (\cdot) a_j (D_j) u (\cdot).$$

The proof of Proposition 4.1 is analogous to that of Corollary 3.2 in [22]. It will be given in Section 6 where more general commutator estimates are discussed. Using the commutator $[a_j (D_j), b_j]$ we can write $B$ in a more appropriate way, namely

$$B (u, v) = \sum_{j=1}^{n} (b_j (\cdot) a_j (D_j) u, a_j (D_j) v)_0 + \sum_{j=1}^{n} (a_j (D_j) u, [a_j (D_j), b_j (\cdot)] v)_0.$$

(4.4)
Now we claim

**Theorem 4.1.** For all \( u, v \in C_0^\infty(\mathbb{R}^n) \) we have

\[
|B(u, v)| \leq c \|u\|_{1/2, a^2} \|v\|_{1/2, a^2}.
\]

**Proof.** Let \( u, v \in C_0^\infty(\mathbb{R}^n) \). Then it follows that

\[
|B(u, v)| \leq \sum_{j=1}^n |(b_j(\cdot)a_j(D_j)u, a_j(D_j)v)_0|
\]

\[
+ \sum_{j=1}^n |(a_j(D_j)u, [a_j(D_j), b_j(\cdot)]v)_0|
\]

\[
\leq c \sum_{j=1}^n \|a_j(D_j)u\|_0 \|a_j(D_j)v\|_0
\]

\[
+ \sum_{j=1}^n \|a_j(D_j)u\|_0 \|[a_j(D_j), b_j(\cdot)]v\|_0
\]

\[
\leq c \|u\|_{1/2, a^2} \|v\|_{1/2, a^2},
\]

where we used Lemma 3.1 and Proposition 4.1 for the last step.

Obviously (4.5) holds also for \( B_\lambda, \lambda \in \mathbb{R} \). Thus \( B_\lambda \) has a continuous extension onto \( H^{a^2,1/2}(\mathbb{R}^n) \) which is again denoted by \( B_\lambda \). Furthermore we have

**Theorem 4.2.** For all \( u \in H^{a^2,1/2}(\mathbb{R}^n) \) we have with a suitable constant \( d_0 \)

\[
B(u, u) \geq \frac{\delta_1}{2} \|u\|_{1/2, a^2}^2 - d_0 \|u\|_0^2.
\]

**Proof.** It is sufficient to prove (4.6) for all \( u \in C_0^\infty(\mathbb{R}^n) \). For these \( u \) we find

\[
B(u, u) = \sum_{j=1}^n (b_j(\cdot)a_j^2(D_j)u, u)_0
\]

\[
\geq \sum_{j=1}^n (b_j(\cdot)a_j(D_j)u, a_j(D_j)u)_0
\]
\[- \left| \sum_{j=1}^{n} (a_j(D_j)u, [a_j(D_j), b_j(\cdot)]u) \right|_0 \]
\[= B_1 - |B_2|. \]

Now we get using B.3

\[(4.7) \quad B_1 = \int_{\mathbb{R}^n} \sum_{j=1}^{n} b_j(x)[a_j^2(D_j)u(x)]^2 dx \geq \delta_1 \|u\|_{1/2,a^2}^2 - \delta_1 \|u\|_0^2. \]

Using Proposition 4.1 we can estimate $B_2$ as follows

\[|B_2| = \left| \sum_{j=1}^{n} (a_j(D_j)u, [a_j(D_j), b_j(\cdot)]u) \right|_0 \leq \sum_{j=1}^{n} \|u\|_{1/2,a^2} \left( \eta \|u\|_{1/2,a^2} + c(\eta) \|u\|_0 \right) \leq \varepsilon \|u\|_{1/2,a^2}^2 + c(\varepsilon) \|u\|_0^2,\]

where $\eta > 0$ and therefore $\varepsilon > 0$ are sufficiently small constants. Thus by (4.7) and (4.8) we have

\[B(u, u) \geq (\delta_1 - \varepsilon) \|u\|_{1/2,a^2}^2 - (c(\varepsilon) + \delta_1) \|u\|_0^2, \]

which implies (4.6).

It follows that $L^\lambda(x, D), \lambda \in \mathbb{R}$, has a closed extension $L^\lambda$, called the Friedrichs extension, with domain $D(L^\lambda)$ defined as the set of the functions $u \in H^{a^2,1/2}(\mathbb{R}^n)$ such that

\[(4.9) \quad \text{there exists } f \in L^2(\mathbb{R}^n) \text{ such that for all } v \in H^{a^2,1/2}(\mathbb{R}^n): \quad B_\lambda(u, v) = (f, v)_0.\]

Note that $L^\lambda$ is the only closed extension of $L^\lambda(x, D)$ with the property that $D(L^\lambda) \subset H^{a^2,1/2}(\mathbb{R}^n)$, see [26] or [41]. Moreover $-L^\lambda$ is the generator of an analytic semigroup of contractions provided $\lambda$ is sufficiently large. Our next goal is to characterize the domain $D(L^\lambda)$. 

5. A characterization of $D(L^\lambda)$.

First of all let us prove

**Proposition 5.1.** The operator $L^\lambda(x,D)$, $\lambda \in \mathbb{R}$, has a continuous extension onto $H^{s,1}_0(\mathbb{R}^n)$, i.e. $L^\lambda(x,D) : H^{s,1}_0(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$ is a continuous operator.

**Proof.** For $u \in C^\infty_0(\mathbb{R}^n)$ we find using B.1

$$\|L^\lambda(x,D)u\|_0 \leq \| \sum_{j=1}^n b_j(\cdot)\alpha_j^2(D_j)u\|_0 + |\lambda| \|u\|_0 \leq c' \|u\|_{1,a^2}.$$ 

The next estimate will give an important regularity result for solutions of the equation $L^\lambda(x,D)u = f$.

**Theorem 5.1.** Under the assumptions B.1-B.4 and (3.12) there exists a constant $c_\lambda$ such that

$$\|u\|_{1,a^2} \leq c_\lambda (\|L^\lambda(x,D)u\|_0 + \|u\|_0)$$

holds for all $u \in L^2(\mathbb{R}^n)$ with $L^\lambda(x,D)u \in L^2(\mathbb{R}^n)$.

**Proof.** Using Proposition 2.1 we find

$$\|u\|_{1,a^2} \sum_{j=1}^n b_j(\cdot)\alpha_j^2(D_j)u + \lambda u\|_0$$

$$= \|u\|_{1,a^2} \|(1 + \sum_{l=1}^n a_l^2(D_l))(\sum_{j=1}^n b_j(\cdot)\alpha_j^2(D_j)u + \lambda u)\|_{-1,a^2}$$

$$\geq \langle u, (1 + \sum_{l=1}^n a_l^2(D_l))(\sum_{j=1}^n b_j(\cdot)\alpha_j^2(D_j)u + \lambda u)\rangle_0$$

$$= \langle (1 + \sum_{l=1}^n a_l^2(D_l))u, \sum_{j=1}^n b_j(\cdot)\alpha_j^2(D_j)u + \lambda u\rangle_0$$

$$= \sum_{j,l=1}^n (a_l^2(D_l)u, b_j(\cdot)\alpha_j^2(D_j)u)_0 + \lambda \|u\|_0^2$$
\[ + \lambda \left( \sum_{l=1}^{n} a_l^2(D_l)u, u \right)_0 + \sum_{j=1}^{n} (u, b_j(\cdot)a_j^2(D_j)u)_0. \]

For \( \lambda \geq 0 \) we find

\[ \lambda \left( \sum_{l=1}^{n} a_l^2(D_l)u, u \right)_0 = \lambda \sum_{l=1}^{n} \|a_l(D_l)u\|_0^2 \geq 0. \]

Further we have with \( x_0 \) as in B.4

\[ \sum_{j,l=1}^{n} (a_j^2(D_l)u, b_j(\cdot)a_j^2(D_j)u)_0 = \sum_{j,l=1}^{n} (a_j^2(D_l)u, b_j(x_0)a_j^2(D_j)u)_0 \]
\[ + \sum_{j,l=1}^{n} ((b_j(\cdot) - b_j(x_0))a_j^2(D_j)u, a_l^2(D_l)u)_0 \]
\[ = A_1 + A_2. \]

Now, by B.3 and Lemma 2.1 we get for \( \eta_1 > 0 \)

\[ A_1 = \sum_{j,l=1}^{n} (b_j(x_0)a_j^2(D_j)u, a_l^2(D_l)u)_0 \]
\[ \geq \delta_1 \sum_{j,l=1}^{n} \int_{\mathbb{R}^n} a_j^2(\xi_j)a_j^2(\xi_l)|\tilde{u}(\xi)|^2 d\xi \]
\[ = \delta_1 \int_{\mathbb{R}^n} \left( 1 + \sum_{j=1}^{n} a_j^2(\xi_j) \right)^2 |\tilde{u}(\xi)|^2 d\xi - \delta_1 \|u\|_0^2 \]
\[ - 2\delta_1 \int_{\mathbb{R}^n} \sum_{j=1}^{n} a_j^2(\xi_j)|\tilde{u}(\xi)|^2 d\xi \]
\[ \geq (\delta_1 - \eta_1) \|u\|_{L^2, a^2}^2 - c(\delta_1, \eta_1) \|u\|_0^2. \]  

Now we estimate \( A_2 \) by taking into account B.4:

\[ |A_2| \leq \sum_{j,l=1}^{n} |(b_j(\cdot) - b_j(x_0))a_j^2(D_j)u, a_l^2(D_l)u)_0| \]
\[ \leq \max_{1 \leq j \leq n} \sup_{x \in \mathbb{R}^n} |b_j(x) - b_j(x_0)| \sum_{j,l=1}^{n} \|a_j^2(D_j)u\|_0 \|a_l^2(D_l)u\|_0 \]
\[
\begin{align*}
&\leq \max_{1 \leq j \leq n} \sup_{x \in \mathbb{R}^n} |b_j(x) - b_j(x_0)| \left( \sum_{j=1}^{n} \|a_j^2(D_j)u\|_0 \right) \left( \sum_{l=1}^{n} \|a_l^2(D_l)u\|_0 \right) \\
&\leq n \max_{1 \leq j \leq n} \sup_{x \in \mathbb{R}^n} |b_j(x) - b_j(x_0)| \|u\|_{1,a^2}^2 \\
&\leq \frac{\delta_1}{2} \|u\|_{1,a^2}^2 .
\end{align*}
\]
Thus
\begin{equation}
|A_2| \leq \frac{\delta_1}{2} \|u\|_{1,a^2}^2 .
\end{equation}
Moreover using Proposition 4.1 and Lemma 2.1 we find for any \(\eta_2 > 0\)
\[
\left| \sum_{j=1}^{n} (u, b_j(\cdot)a_j^2(D_j)u)_0 \right|
\leq c \sum_{j=1}^{n} |(a_j(D_j)u, a_j(D_j)u)_0| + \sum_{j=1}^{n} |(b_j(\cdot), a_j(D_j)|u, a_j(D_j)u)_0|
\leq c \|u\|_{1/2,a^2}^2 \leq \eta_2 \|u\|_{1,a^2}^2 + c(\eta_2) \|u\|_0^2 .
\]
Thus we find for \(\lambda \geq 0\)
\[
\|u\|_{1,a^2} \sum_{j=1}^{n} b_j(\cdot)a_j^2(D_j)u + \lambda u\|_0
\geq (\delta_1 - \delta_1/2 - \eta_1 - \eta_2)\|u\|_{1,a^2}^2
\]
\[
+ \lambda \sum_{l=1}^{n} \|a_l(D_l)u\|_0^2 + (\lambda - c(\delta_1, \eta_1, \eta_2)) \|u\|_0^2 .
\]
For \(\eta_1 = \eta_2 = \delta_1/8\) and \(\lambda \geq \lambda_0 = c(\delta_1)\) we find using (3.12)
\begin{equation}
\|L^\lambda(x,D)u\|_0 \geq \frac{\delta_1}{4} \|u\|_{1,a^2} .
\end{equation}
Now let \(\lambda \in \mathbb{R}\) be arbitrary. Then it follows that
\[
\|u\|_{1,a^2} \leq c \|L^{\lambda_0}(x,D)u\|_0
= c \|L^\lambda(x,D)u + (\lambda_0 - \lambda)u\|_0
\leq c (\|L^\lambda(x,D)u\|_0 + |\lambda_0 - \lambda| \|u\|_0)
\]
\[ \leq c' (\|L^\lambda(x, D)u\|_0 + \|u\|_0), \]

which proves the theorem.

Note that Theorem 5.1 also follows from Theorem 7.1 below, even the structure of the proof is the same. However our proof of Theorem 5.1 does not use Theorem 6.1, that is why we have given it separately.

**Corollary 5.1.** Let us consider \( L^\lambda(x, D) \) as an operator on \( L^2(\mathbb{R}^n) \) with domain \( H^{a^2,1}(\mathbb{R}^n) \subset L^2(\mathbb{R}^n) \). Then \( L^\lambda(x, D) \) is a closed operator.

**Proof.** We prove that \( H^{a^2,1}(\mathbb{R}^n) \) equipped with the graph norm \( \|u\|_0 + \|L^\lambda(x, D)u\|_0 \) is a Hilbert space. By Proposition 5.1 we have
\[ \|u\|_0 + \|L^\lambda(x, D)u\|_0 \leq c \|u\|_{1,a^2} \]
for all \( u \in H^{a^2,1}(\mathbb{R}^n) \). Conversely, by Theorem 5.1 we find
\[ c' \|u\|_{1,a^2} \leq \|u\|_0 + \|L^\lambda(x, D)u\|_0 \]
for all \( u \in H^{a^2,1}(\mathbb{R}^n) \), since for these \( u \) we have by Proposition 5.1 that \( L^\lambda(x, D)u \in L^2(\mathbb{R}^n) \). Thus the graph norm is equivalent to the norm \( \|\cdot\|_{1,a^2} \) which implies that \( H^{a^2,1}(\mathbb{R}^n) \) is a Hilbert space with respect to the graph norm.

Following [26, p. 325-326], we get

**Theorem 5.2.** Let \( L^\lambda(x, D) \) be as above and let \( L^\lambda \) be its Friedrichs extension. Then we have \( D(L^\lambda) = H^{a^2,1}(\mathbb{R}^n) \) and \( L^\lambda = L^\lambda(x, D) \) as operators defined on \( H^{a^2,1}(\mathbb{R}^n) \).

Note that Theorem 5.2 is a regularity result for solutions of the representation problem
\[ (5.6) \quad B_\lambda(u, \varphi) = (f, \varphi)_0 \quad \text{for all } \varphi \in C^\infty_0(\mathbb{R}^n), \]
where \( f \in L^2(\mathbb{R}^n) \) is a given function. For \( \lambda \geq d_0 \) the non-symmetric version of the Lax-Milgram theorem implies that (5.6) always has a solution in \( H^{a^2,1/2}(\mathbb{R}^n) \), while the definition of \( D(L^\lambda) \) together with Theorem 5.2 gives that this solution belongs already to \( H^{a^2,1}(\mathbb{R}^n) \).
6. Some commutator estimates.

In order to get further regularity results for solutions of the equation \( L^\lambda(x, D)u = f \) we have to prove some commutator estimates. First we note the trivial identity

\[
(6.1) \quad x^m - y^m = (x - y) \sum_{l=0}^{m-1} x^l y^{m-1-l}
\]

which holds for all \( x, y \in \mathbb{R} \) and \( m \in \mathbb{N} \).

**Lemma 6.1.** Let \( a^2 : \mathbb{R}^n \to \mathbb{R} \) be a continuous negative definite function and \( m \in \mathbb{N} \). Then we have for all \( \xi, \eta \in \mathbb{R}^n \)

\[
(6.2) \quad |(1 + a^2(\xi))^m - (1 + a^2(\eta))^m| \\
\leq 4 (a(\xi - \eta) + a^2(\xi - \eta)) \sum_{l=0}^{m-1} (1 + a^2(\xi))^{l+1/2} (1 + a^2(\eta))^{m-1-l}.
\]

**Proof.** By (6.1) we have

\[
|(1 + a^2(\xi))^m - (1 + a^2(\eta))^m| \\
= |(1 + a^2(\xi)) - (1 + a^2(\eta))| \sum_{l=0}^{m-1} (1 + a^2(\xi))^l (1 + a^2(\eta))^{m-1-l}.
\]

Since \( a^2 \) is a continuous negative definite function we find using Lemma 1.2

\[
|(1 + a^2(\xi))^m - (1 + a^2(\eta))^m| \\
\leq 4 a(\xi - \eta) (1 + a^2(\xi)) \sum_{l=0}^{m-1} (1 + a^2(\xi))^{l+1/2} (1 + a^2(\eta))^{m-1-l} \\
\leq 4 (a(\xi - \eta) + a^2(\xi - \eta)) \sum_{l=0}^{m-1} (1 + a^2(\xi))^{l+1/2} (1 + a^2(\eta))^{m-1-l},
\]

which proves the lemma.

The proof of Theorem 6.1 requires the following two lemmas
Lemma 6.2. ([35], Lemma 2.2.1) For any \( q \in \mathbb{R} \) and all \( \xi, \eta \in \mathbb{R}^n \) the inequality

\[
(1 + |\xi|^q)(1 + |\eta|^q)^{-q} \leq 2^{|s|} (1 + |\xi - \eta|^q)^{|s|}
\]

holds.

Lemma 6.3. ([35], Lemma 2.2.4) Let \( k \in L^1(\mathbb{R}^n) \). Then we have for all \( u, v \in L^2(\mathbb{R}^n) \)

\[
\left| \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} k(\xi - \eta)u(\eta)v(\xi)\,d\eta \right)\,d\xi \right| \leq \|k\|_{L^1} \|u\|_0 \|v\|_0 .
\]

Now we prove

Theorem 6.1. Let \( b_j \) be as in B.2, in particular suppose (3.9) with \( q = n + r(s + 1/2) + t m_0 + 1 \). Then for all \( u \in H^{a^2, m_0}(\mathbb{R}^n) \) we have

\[
\|[(1 + a^2(D))^{m_0}, b_j(\cdot)]u\|_{s_0, a^2} \leq c \|u\|_{m_0 - \delta, a^2} ,
\]

where \( s_0 = s - \frac{r - t}{t} m_0 \) with \( m_0, s \) and \( \delta \) as in Section 3.

Proof. First we note that for \( u \in C_0^\infty(\mathbb{R}^n) \) we have

\[
[(1 + a^2(D))^{m_0}, b_j(\cdot)]u = [(1 + a^2(D))^{m_0}, d_j(\cdot) + c_j]u = [(1 + a^2(D))^{m_0}, d_j(\cdot)]u ,
\]

thus we only have to prove (6.3) with \( d_j \) instead of \( b_j \). By a straightforward calculation we find for \( u \in C_0^\infty(\mathbb{R}^n) \) that

\[
[(1 + a^2(D))^{m_0}, d_j(\cdot)]u = \int_{\mathbb{R}^n} \hat{d}_j(\xi - \eta)((1 + a^2(\xi))^{m_0} - (1 + a^2(\eta))^{m_0})\hat{u}(\eta)\,d\eta .
\]

Furthermore, for \( v \in L^2(\mathbb{R}^n) \) we have

\[
\|[(1 + a^2(D))^{m_0}, d_j(\cdot)]u, v\|_a \\
= \left| \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \overline{\hat{d}_j(\xi - \eta)}((1 + a^2(\xi))^{m_0} - (1 + a^2(\eta))^{m_0})\overline{\hat{u}(\eta)}\hat{v}(\xi)\,d\eta \right)\,d\xi \right|
\]
\[ \leq c \sum_{l=0}^{m_0-1} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \left| \hat{d}_j(\xi - \eta) \right| (\alpha(\xi - \eta) + \alpha^2(\xi - \eta)) \right. \\
\left. \cdot \left( 1 + \alpha^2(\xi) \right)^{l+1/2} (1 + \alpha^2(\eta))^{-m_0-l} \left| \hat{u}(\eta) \right| \left| \hat{u}(\xi) \right| d\eta \right) d\xi \]

\[ \leq c \sum_{l=0}^{m_0-1} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \left| \hat{d}_j(\xi - \eta) \right| (1 + |\xi - \eta|^2) \right. \\
\left. \cdot \left( 1 + \alpha^2(\xi) \right)^l \left( 1 + \alpha^2(\xi)^{1/2} \right) \right. \\
\left. \cdot \left( 1 + \alpha^2(\xi)^{s}(1 + \alpha^2(\eta))^{-m_0+\ell} (1 + \alpha^2(\xi))^{-s} \left| \hat{u}(\xi) \right| \right) \right. \\
\left. \cdot \left( 1 + \alpha^2(\eta) \right)^{m_0-\delta} \left| \hat{u}(\eta) \right| d\eta \right) d\xi \]

\[ \leq c \sum_{l=0}^{m_0-1} c_l \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \left| \hat{d}_j(\xi - \eta) \right| (1 + |\xi - \eta|^2) \right. \\
\left. \cdot \left( 1 + |\xi|^2 \right)^{r/2} \left( 1 + |\xi|^2 \right)^{r(s+1/2)/2} \right. \\
\left. \cdot \left( 1 + |\eta|^2 \right)^{r(1-s)/2} \left( 1 + |\eta|^2 \right)^{r(1-\delta)/2} \right. \\
\left. \cdot \left( 1 + \alpha^2(\xi) \right)^{-s} \left| \hat{u}(\xi) \right| \right) \right. \\
\left. \cdot \left( 1 + \alpha^2(\eta) \right)^{m_0-\delta} \left| \hat{u}(\eta) \right| d\eta \right) d\xi \]

\[ = c \sum_{l=0}^{m_0-1} c_l \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \left| \hat{d}_j(\xi - \eta) \right| (1 + |\xi - \eta|^2) \left( 1 + |\xi|^2 \right)^{(r-t)/2} \right. \\
\left. \cdot \left( 1 + |\xi|^2 \right)^{r(s+1/2)+t(l)/2} \right. \\
\left. \cdot \left( 1 + \alpha^2(\xi) \right)^{-s} \left| \hat{u}(\xi) \right| \right. \\
\left. \cdot \left( 1 + \alpha^2(\eta) \right)^{m_0-\delta} \left| \hat{u}(\eta) \right| d\eta \right) d\xi \]

\[ \leq c \sum_{l=0}^{m_0-1} c_l \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \left| \hat{d}_j(\xi - \eta) \right| (1 + |\xi - \eta|^2) \right. \\
\left. \cdot \left( 1 + |\xi - \eta|^2 \right)^{r(s+1/2)+t(l)/2} \right. \\
\left. \cdot \left( 1 + \alpha^2(\xi) \right)^{-s+(r-t)(l)/t} \right. \\
\left. \cdot \left| \hat{u}(\xi) \right| (1 + \alpha^2(\eta))^{m_0-\delta} \left| \hat{u}(\eta) \right| d\eta \right) d\xi \]

\[ \leq c \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \left( 1 + |\xi - \eta|^2 \right)^{-q} \left( 1 + |\xi - \eta|^2 \right)^{(r(s+1/2)+tm_0+2)/2} \right. \\
\left. \cdot \left( 1 + \alpha^2(\xi) \right)^{-s+(r-t)(m_0+1)} \left| \hat{u}(\xi) \right| \right) d\xi. \]
\[
(1 + a^2(\eta))^{m_0 - \delta} |\hat{u}(\eta)| d\eta \leq c \|v\|_{-s_0, a^2} \|u\|_{m_0 - \delta, a^2}.
\]

Thus we find
\[
\left\| \left( (1 + a^2(D))^{m_0}, d_j(\cdot) \right) u \right\|_{-s_0, a^2} \leq c \|u\|_{m_0 - \delta, a^2},
\]
which implies by Proposition 2.1
\[
\left\| (1 + a^2(D))^{m_0}, d_j(\cdot) \right\|_{s_2(\eta^t)(m_0/t)} \leq c \|u\|_{m_0 - \delta, a^2},
\]
thus the theorem is proved.

**Corollary 6.1.** Let \( b_j \) be as in Theorem 6.1. Then for any \( \eta > 0 \) there exists \( c(\eta) \geq 0 \) such that
\[
\left\| (1 + a^2(D))^{m_0}, b_j(\cdot) \right\|_0 \leq \eta \|u\|_{m_0, a^2} + c(\eta) \|u\|_0
\]
holds for all \( u \in H^{s_2, m_0}(\mathbb{R}^n) \).

**Proof.** For \( u \in H^{s_2, m_0}(\mathbb{R}^n) \) we have using (6.5) and Lemma 2.1
\[
\left\| (1 + a^2(D))^{m_0}, b_j(\cdot) \right\|_0 \leq \left\| (1 + a^2(D))^{m_0}, b_j(\cdot) \right\|_{s_2(\eta^t)(m_0/t), a^2}
\leq c \|u\|_{m_0 - \delta, a^2}
\leq \eta \|u\|_{m_0, a^2} + c(\eta) \|u\|_0.
\]
Finally we have to give the

**Proof of Proposition 4.1.** Let \( \alpha_l \in (0, 1 - \eta/2) \) and set \( s_l = (1 - \delta)\eta t/\eta - 1/2 \). Then we may proceed as in the proof of Theorem 6.1 (or as in the proof of Theorem 3.1 in [22]) to get for \( u \in C_0^\infty(\mathbb{R}^n) \) and \( v \in L^2(\mathbb{R}^n) \)
\[
\left| (a_l(D_l), b_j(\cdot) \right|_0 = \left| (a_l(D_l), d_j(\cdot)) \right|_0
\leq c \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} |\hat{d}_j(\xi - \eta)| (1 + |\xi - \eta|^2)^{1/2} \right) \left( \frac{1 + a^2(\xi_l)}{1 + a^2(\eta_l)} \right)^{1 - \alpha_l}
\cdot (1 + a^2(\xi_l))^{-\alpha_l} |\hat{u}(\eta)| d\eta \right| d\xi
\leq c \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} |\hat{d}_j(\xi - \eta)| (1 + |\xi - \eta|^2)^{1/2} \right) \left( \frac{1 + |\xi|^2}{1 + |\eta|^2} \right)^{r(s_l + 1/2)/2}
\cdot (1 + a^2(\xi_l))^{-\alpha_l} |\hat{v}(\xi)| (1 + a^2(\eta_l))^{1 - \alpha_l} |\hat{u}(\eta)| d\eta \right| d\xi,
\]
which implies
\[ \|a_i(D_t) \cdot b_j(\cdot)u\|_{s_t, a^2} \leq c \|u\|_{1, a_t, a^2}, \]
from which the proposition follows as Corollary 6.1 follows from Theorem 6.1.

7. A regularity result.

We will need a stronger regularity result for solutions of the equation
\[ L^\lambda(x, D)u = f \]

For this we give

**Theorem 7.1.** Let \( L^\lambda(x, D) \) be as before, i.e. assume B.1-B.4. Suppose further that \( L^\lambda(x, D)u \in H^{a^2, m_0}(\mathbb{R}^n) \) for some \( u \in L^2(\mathbb{R}^n) \). Then \( u \in H^{a^2, m_0+1}(\mathbb{R}^n) \) and
\[ \|u\|_{m_0+1, a^2} \leq c(\|L^\lambda(x, D)u\|_{m_0, a^2} + \|u\|_0) \]
holds.

**Proof.** Let \( u \) be as stated in the theorem. Then we have using Proposition 2.1
\[
\begin{align*}
\|u\|_{m_0+1, a^2} & \|L^\lambda(x, D)u\|_{m_0, a^2} \\
& = \|u\|_{m_0+1, a^2} \|(1 + a^2(D))^{1+2m_0} L^\lambda(x, D)u\|_{-m_0-1, a^2} \\
& \geq (u, (1 + a^2(D))^{1+2m_0} L^\lambda(x, D)u)_0 \\
& = ((1 + a^2(D))^{1+m_0} u, (1 + a^2(D))^{m_0} L^\lambda(x, D)u)_0 \\
& = ((1 + a^2(D))^{1+m_0} u, (1 + a^2(D))^{m_0} (\sum_{j=1}^n b_j(\cdot)a_j^2(D_j)u + \lambda u))_0 \\
& = \lambda ((1 + a^2(D))^{1+m_0} u, (1 + a^2(D))^{m_0} u)_0 \\
& + ((1 + a^2(D))^{1+m_2} u, (1 + a^2(D))^{m_0} \sum_{j=1}^n b_j(\cdot)a_j^2(D_j)u)_0 \\
& = \lambda \|u\|_{m_0+1/2, a^2}^2 + D_1 + D_2,
\end{align*}
\]
where

\[ D_1 = ((1 + a^2(D))^{1+\alpha_0} u, (1 + a^2(D))^{\alpha_0} \sum_{j=1}^{n} b_j(x_0)a_j^2(D_j)u)_0 \]

and

\[ D_2 = ((1 + a^2(D))^{1+\alpha_0} u, (1 + a^2(D))^{\alpha_0} \sum_{j=1}^{n} (b_j(\cdot) - b_j(x_0)) a_j^2(D_j)u)_0. \]

Here \( x_0 \) is again the fixed point given by (3.11). First we estimate \( D_1 \) using (3.10):

\[
D_1 = \int_{\mathbb{R}^n} (1 + a^2(\xi))^{1+\alpha_0} (1 + a^2(\xi))^{\alpha_0} \sum_{j=1}^{n} b_j(x_0) a_j^2(\xi) |\hat{u}(\xi)|^2 d\xi \\
\geq \delta_1 \int_{\mathbb{R}^n} (1 + a^2(\xi))^{1+2\alpha_0} \sum_{j=1}^{n} a_j^2(\xi) |\hat{u}(\xi)|^2 d\xi \\
\geq \delta_1 \|u\|_{m_0+1,\alpha}^2 - \delta_1 \|u\|_{m_0+1/2,\alpha}^2.
\]

(7.3)

Now let us turn to \( D_2 \):

\[
D_2 = ((1 + a^2(D))^{1+\alpha_0} u, (1 + a^2(D))^{\alpha_0} \sum_{j=1}^{n} (b_j(\cdot) - b_j(x_0)) a_j^2(D_j)u)_0 \\
= \sum_{j=1}^{n} ((1 + a^2(D))^{1+\alpha_0} u, (b_j(\cdot) - b_j(x_0))(1 + a^2(D))^{\alpha_0} a_j^2(D_j)u)_0 \\
+ \sum_{j=1}^{n} ((1 + a^2(D))^{1+\alpha_0} u, [(1 + a^2(D))^{\alpha_0}, b_j(\cdot)] a_j^2(D_j)u)_0 \\
= D_{12} + D_{22}.
\]

By (3.11) we get

\[
|D_{12}| \leq \max_{1 \leq j \leq n} \sup_{x \in \mathbb{R}^n} |b_j(x) - b_j(x_0)| \\
\cdot \sum_{j=1}^{n} \|(1 + a^2(D))^{1+\alpha_0} u\|_0 \|(1 + a^2(D))^{\alpha_0} a_j^2(D_j)u\|_0 \\
\leq \max_{1 \leq j \leq n} \sup_{x \in \mathbb{R}^n} |b_j(x) - b_j(x_0)|
\]
\[
\cdot (1 + a^2(D))^{1 + m_0} u \left\|\sum_{j=1}^n \left\| (1 + a^2(D))^{m_0} a_j^2(D_j) u \right\|_0
\leq n \max_{1 \leq j \leq n} \sup_{x \in \mathbb{R}^n} |b_j(x) - b_j(x_0)| \left\| u \right\|_{1 + m_0, a^2}^2
\leq \frac{\delta_1}{2} \left\| u \right\|_{1 + m_0, a^2}^2.
\]

Furthermore we find
\[
|D_{22}| = \left| \sum_{j=1}^n \left( (1 + a^2(D))^{1 + m_0} u \right| (1 + a^2(D))^{m_0}, b_j(\cdot) a_j^2(D_j) u \right|_0
\leq \sum_{j=1}^n \left\| u \right\|_{1 + m_0, a^2} \left\| (1 + a^2(D))^{m_0}, b_j(\cdot) a_j^2(D_j) u \right\|_0
\leq \varepsilon \left\| u \right\|_{1 + m_0, a^2}^2 + c(\varepsilon) \left\| u \right\|_0^2,
\]

where \( \varepsilon > 0 \) is an arbitrary number. Combining (7.3)-(7.5) we find
\[
\left\| u \right\|_{1 + m_0, a^2} \left\| L^\lambda(x, D) u \right\|_{m_0, a^2} \geq \left( \delta_1 - \frac{\delta_1}{2} - \varepsilon \right) \left\| u \right\|_{1 + m_0, a^2}^2
+ \left( \lambda - \delta_1 \right) \left\| u \right\|_{m_0 + 1/2, a^2}^2 - c(\varepsilon) \left\| u \right\|_0^2.
\]

Since \( \left\| u \right\|_0 \leq \left\| u \right\|_{m_0 + 1/2, a^2} \) we get for \( \lambda \geq \delta_1 \)
\[
\left\| u \right\|_{1 + m_0, a^2} \left\| L^\lambda(x, D) u \right\|_{m_0, a^2}
\geq \left( \frac{\delta_1}{2} - \varepsilon \right) \left\| u \right\|_{1 + m_0, a^2}^2 + \left( \lambda - \delta_1 - c(\varepsilon) \right) \left\| u \right\|_0^2.
\]

Thus taking \( \varepsilon = \delta_1 / 4 \) and \( \lambda \geq \delta_1 + c(\delta_1 / 4) \) we find
\[
\left\| L^\lambda(x, D) u \right\|_{m_0, a^2} \geq \frac{\delta_1}{4} \left\| u \right\|_{m_0 + 1, a^2}.
\]

Now let \( \lambda \in \mathbb{R} \) be arbitrary and set \( \lambda_0 = \delta_1 + c(\delta_1 / 4) \). Then it follows using Lemma 2.1 for any \( \eta > 0 \) that
\[
\left\| u \right\|_{m_0 + 1, a^2} \leq \frac{4}{\delta_1} \left\| L^\lambda_0(x, D) u \right\|_{m_0, a^2}.
\begin{align*}
\leq & \frac{4}{\delta_1} (\|L^\lambda(x,D)u\|_{m_0,a^2} + |\lambda - \lambda_0|\|u\|_{m_0,a^2}) \\
\leq & \frac{4}{\delta_1} (\|L^\lambda(x,D)u\|_{m_0,a^2} \\
& + |\lambda - \lambda_0| \eta \|u\|_{m_0+1,a^2} + c(\eta) |\lambda - \lambda_0| \|u\|_0).
\end{align*}

For \( \eta = \delta_1 |\lambda - \lambda_0|/8 \) we finally get
\[ \|u\|_{m_0+1,a^2} \leq \frac{8}{\delta_1} \|L^\lambda(x,D)u\|_{m_0,a^2} + \tilde{c} \|u\|_0 \]
\[ \leq c (\|L^\lambda(x,D)u\|_{m_0,a^2} + \|u\|_0), \]
which proves the theorem.

From Theorem 7.1 it follows that any solution \( u \in L^2(\mathbb{R}^n) \) of the equation
\begin{equation}
L^\lambda(x,D)u = f, \quad f \in C_0^\infty(\mathbb{R}^n),
\end{equation}
belongs to \( H^{a_2,m_0+1}(\mathbb{R}^n) \subset C_\infty(\mathbb{R}^n) \). Furthermore, by Theorem 4.2 and Theorem 5.2 we know that for \( \lambda \geq d_0 \) there exists for any \( f \in L^2(\mathbb{R}^n) \) a unique solution \( u \in H^{a^2,1}(\mathbb{R}^n) \) of (7.6).

We close this section with

**Theorem 7.2.** For \( \lambda \in \mathbb{R} \) the operator \( L^\lambda(x,D) \) maps \( H^{a^2,m_0+1}(\mathbb{R}^n) \) continuously into the space \( H^{a^2,m_0}(\mathbb{R}^n) \).

**Proof.** Let \( u \in C_0^\infty(\mathbb{R}^n) \). Then we have using Corollary 6.1 and Lemma 2.1
\begin{align*}
\|L^\lambda(x,D)u\|_{m_0,a^2} 
\leq & \|(1 + a^2(D))^{m_0} \sum_{j=1}^n b_j(\cdot) a_j^2(D_j)u\|_0 + |\lambda| \|u\|_{m_0,a^2} \\
\leq & \sum_{j=1}^n \|b_j(\cdot)(1 + a^2(D))^{m_0} a_j^2(D_j)u\|_0 + |\lambda| \|u\|_{m_0,a^2} \\
& + \sum_{j=1}^n \|(1 + a^2(D))^{m_0} b_j(\cdot) a_j^2(D_j)u\|_0
\end{align*}
\[ \leq c \| u \|_{m_0 + 1, a^2} + |\lambda| \| u \|_{m_0, a^2} + c' \| u \|_{m_0 + 1, a^2} + \tilde{c} \| u \|_0 \]
\[ \leq \tilde{c} \| u \|_{m_0 + 1, a^2}. \]

**Remark 7.1.** The proofs of Theorem 7.1 and Theorem 7.2 together with assumptions B.1-B.4 show that both theorems hold for any \( k \in \mathbb{N} \), \( k \leq m_0 \), instead of \( m_0 \).

**8. On the operator \([L^\lambda]^{m_0}\).**

Let \( L^\lambda(x, D) \) be as in the previous section. In order to apply results of [17] and [25], see also [16], we need a characterization of \( D([L^\lambda]^{m_0}) \), where \( L^\lambda \) is the Friedrichs extension of \( L^\lambda(x, D) \), see Section 4. Since \( L^\mu \) is self-adjoint we can define the operator \([L^\mu]^k\) using the functional calculus or by iteration. It is well known, see [12, Corollary XII.2.8., p. 1200], that these two definitions coincide and that \([L^\mu]^k\) is a closed operator on its domain \( D([L^\mu]^k) \). Furthermore we have (see [12, Definition XII, 1.1, p. 1186])

\[\begin{align*}
D([L^\mu]^k) &= \{ u \in D([L^\mu]^{k-1}) : [L^\mu]^{k-1}u \in D(L^\mu) \} \\
D([L^\mu]^{k-1}) &= \{ u \in D([L^\mu]^{k-1}) : [L^\mu]^{k-1}u \in D([L^\mu]^{k-1}) \}.
\end{align*}\]

Now we claim

**Theorem 8.1.** Let \( L^\mu \) be the Friedrichs extension of the operator \( L^\mu(x, D) \), where \( L(x, D) \) satisfies the assumptions B.1-B.4. Then we have for any \( k \leq m_0 \)

\[ D([L^\mu]^k) = H^{\sigma^2, k}(\mathbb{R}^n). \]

**Proof.** We prove (8.3) by induction. For \( k = 1 \) (8.3) was proved in Theorem 5.2. Next we prove that \( D([L^\mu]^k) \subset H^{\sigma^2, k}(\mathbb{R}^n) \) provided we know that \( D([L^\mu]^{k-1}) = H^{\sigma^2, k-1}(\mathbb{R}^n) \). Let \( u \in D([L^\mu]^k) \). Then we have \([L^\mu]^k u = [L^\mu]^{k-1} L^\mu u \) and \( L^\mu u \in D([L^\mu]^{k-1}) = H^{\sigma^2, k-1}(\mathbb{R}^n) \). But by Theorem 7.1 and Remark 7.1 it follows now that \( u \in H^{\sigma^2, k}(\mathbb{R}^n) \). Finally let us prove that \( H^{\sigma^2, k}(\mathbb{R}^n) \subset D([L^\mu]^k) \) assuming that
\[ D([L^\mu]^{l-1}) = H^{a^2,l-1}(\mathbb{R}^n) \] for \( l \leq k \). Let \( u \in H^{a^2,k}(\mathbb{R}^n) \), then by Theorem 7.2 and Remark 7.1 we find that \([L^\mu]^{k-1}u \in H^{a^2,1}(\mathbb{R}^n)\) but \(H^{a^2,1}(\mathbb{R}^n) = D(L^\mu)\), which by (8.1) proves the theorem.

By the Sobolev embedding theorem we get

**Corollary 8.1.** Let \( L^\mu \) as above. Then we have by (3.5)

\[ D([L^\mu]^m_0) \subset C_\infty(\mathbb{R}^n). \]

**9. On the Feller semigroup generated by \(-L^\lambda(x,D)\).**

By definition a Feller semigroup on \( \mathbb{R}^n \) is a family of linear operators \((T_t)_{t \geq 0}, T_t : C_\infty(\mathbb{R}^n) \rightarrow C_\infty(\mathbb{R}^n)\), satisfying the following conditions

F.1. For all \( t, s \geq 0 \) we have \( T_{s+t} = T_s T_t \) and \( T_0 = I \).

F.2. For all \( u \in C_\infty(\mathbb{R}^n) \) it follows that \( \lim_{t \to 0} \| T_t u - u \|_\infty = 0 \).

F.3. Let \( u \in C_\infty(\mathbb{R}^n) \) and \( 0 \leq u \leq 1 \) in \( \mathbb{R}^n \). Then it is required that \( 0 \leq T_t u \leq 1 \) holds for all \( t \geq 0 \).

The generator of a Feller semigroup is the operator

\[ Au = \lim_{t \to 0} \frac{T_t u - u}{t}, \]

which is defined on \( D(A) \subset C_\infty(\mathbb{R}^n) \), where \( D(A) \) consists of all \( u \in C_\infty(\mathbb{R}^n) \) such that (9.1) exists. The following theorem, often called the Yosida-Hille-Ray Theorem, will be of greater importance to us.

**Theorem 9.1.** ([7, p. 3-44], or [13, p. 165]) Let \( D(A) \) be a linear subspace of \( C_\infty(\mathbb{R}^n) \) and let \( A : D(A) \rightarrow C_\infty(\mathbb{R}^n) \) be a linear operator. Suppose further that \( D(A) \) is dense in \( C_\infty(\mathbb{R}^n) \), that \( A \) satisfies the positive maximum principle on \( D(A) \), i.e. if \( u \in D(A) \) and \( x_0 \in \mathbb{R}^n \) such that \( \sup_{x \in \mathbb{R}^n} u(x) = u(x_0) \geq 0 \) then it follows that \( Au(x_0) \leq 0 \), and suppose that for some \( \lambda \geq 0 \) the operator \( \lambda I - A \) maps \( D(A) \) onto a dense subspace of \( C_\infty(\mathbb{R}^n) \). Then \( A \) has a closed extension which is the generator of a Feller semigroup.

It was Ph.Courrège who gave a characterization of operators satisfying the positive maximum principle on \( C_0^\infty(\mathbb{R}^n) \).
Theorem 9.2. ([6, p. 2-36]) Let \( a : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) be a continuous function such that for each \( x \in \mathbb{R}^n \) the function \( \xi \mapsto a(x, \xi) \) is negative definite. Then the operator \(-a(x, D)\) defined on \( C_0^\infty(\mathbb{R}^n) \) by
\[
-a(x, D)u(x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{ix\xi}(-a(x, \xi))\hat{u}(\xi)\,d\xi
\]
satisfies the positive maximum principle on \( C_0^\infty(\mathbb{R}^n) \).

Theorem 9.3. Suppose that \( L(x, D) \) satisfies B.1-B.4. Then for each \( x \in \mathbb{R}^n \) the function
\[
\xi \mapsto \sum_{j=1}^n b_j(x)a^2_j(\xi_j)
\]
is negative definite and \(-L(x, D)\) satisfies the positive maximum principle as an operator defined on \( H^{s_0+\alpha, \alpha+1}(\mathbb{R}^n) \).

Proof. The fact that the function defined by (9.3) is negative definite follows from Definition 1.1 and (3.10). By (3.5) we know that \( H^{s_0+\alpha, \alpha+1}(\mathbb{R}^n) \subset C_0^\infty(\mathbb{R}^n) \). Furthermore, Theorem 7.2 combined with the Sobolev embedding theorem gives
\[
\|L(x, D)u\|_{L^\infty} \leq c \|u\|_{H^{s_0+\alpha, \alpha+1}}.
\]

Now let \( u \in H^{s_0+\alpha, \alpha+1}(\mathbb{R}^n) \subset C_0^\infty(\mathbb{R}^n) \) and \( x_0 \in \mathbb{R}^n \) such that \( u(x_0) = \sup_{x \in \mathbb{R}^n} u(x) \geq 0 \). Take \( \chi \in C_0^\infty(\mathbb{R}^n) \) such that \( \chi(x_0) = 1 \) and \( \chi|_{\mathbb{R}^n \setminus \{x_0\}} < 1 \). Then for any \( \eta > 0 \) the function \( u + \eta \chi \) belongs to \( H^{s_0+\alpha, \alpha+1}(\mathbb{R}^n) \), \( \sup_{x \in \mathbb{R}^n}(u + \eta \chi)(x) = u(x_0) + \eta > 0 \) and
\[
(u + \eta \chi)|_{\mathbb{R}^n \setminus \{x_0\}} < u(x_0) + \eta.
\]

Let \( (\varphi^\alpha_\nu)_{\nu \in \mathbb{N}} \), \( \varphi^\alpha_\nu \in C_0^\infty(\mathbb{R}^n) \), be a sequence converging to \( u + \eta \chi \) in \( H^{s_0+\alpha, \alpha+1}(\mathbb{R}^n) \) and therefore also in \( C_\infty(\mathbb{R}^n) \). Denote by \( x_\nu \in \mathbb{R}^n \) a point defined by \( \varphi^\alpha_\nu(x_\nu) = \sup_{x \in \mathbb{R}^n} \varphi^\alpha_\nu(x) \). Since \( \varphi^\alpha_\nu \to u + \eta \chi \) in \( C_\infty(\mathbb{R}^n) \) it follows that \( \varphi^\alpha_\nu(x_\nu) \to u(x_0) + \eta \). We claim that a subsequence of \( (x_\nu)_{\nu \in \mathbb{N}} \) converges to \( x_0 \). If no subsequence of \( (x_\nu)_{\nu \in \mathbb{N}} \) converges to \( x_0 \), then there exists an open neighbourhood \( U_\delta(x_0) \) such that at most a finite number of members of that sequence lie in \( U_\delta(x_0) \). By (9.5) we can find some \( \varepsilon, 0 < \varepsilon < \eta \), such that
\[
(u + \eta \chi)|_{\mathbb{R}^n \setminus U_\delta(x_0)} < u(x_0) + \eta - \varepsilon.
\]
But this is a contradiction to the fact that $\varphi_\eta^\nu(x_\nu) \to u(x_0) + \eta$. In the following we may suppose that the whole sequence $(x_\nu)_{\nu \in \mathbb{N}}$ converges to $x_0$, since otherwise we have to take a subsequence. Since we have $\varphi_\eta^\nu(x_\nu) \to u(x_0) + \eta \geq \eta > 0$, we can also suppose that $\varphi_\eta^\nu(x_\nu) \geq 0$ for all $\nu \in \mathbb{N}$. By Theorem 9.2 the operator $-L(x, D)$ satisfies the positive maximum principle on $C_0^\infty(\mathbb{R}^n)$. Thus we have $-L(x, D)\varphi_\eta^\nu(x_\nu) \leq 0$. But this implies $-L(x, D)(u + \eta \chi)(x_0) \leq 0$, where we used (9.4) and the convergence properties of $(\varphi_\eta^\nu)_{\nu \in \mathbb{N}}$. Thus we have for any $\eta > 0$ that

$$-L(x, D)u(x_0) \leq \eta (L(x, D)\chi)(x_0),$$

and for $\eta \to 0$ the theorem follows.

Now from Theorem 4.2, Theorem 5.2, Theorem 7.1 and Theorems 9.1-9.3 we get

**Theorem 9.4.** Let $L(x, D)$ satisfy the assumptions of Theorem 9.3. Then for all $\lambda \geq 0$ the operator

$$-L(x, D) : H^{s^2, m_0 + 1}(\mathbb{R}^n) \to H^{s^2, m_0}(\mathbb{R}^n) \subset C_\infty(\mathbb{R}^n)$$

has a closed extension which is the generator of a Feller semigroup on $\mathbb{R}^n$.

An immediate consequence of Theorem 9.4 is

**Corollary 9.1.** Suppose that $L(x, D)$ satisfies the assumptions of Theorem 9.3 and is symmetric. Then $B_\lambda$ is a regular Dirichlet form with domain $H^{s^2, 1/2}(\mathbb{R}^n)$.

10. Examples.

In this section we want to give examples of operators $L(x, D)$ we can apply to Theorem 9.4 and the results of the theorems leading to Theorem 9.4. For this we have to recall some basic properties of continuous negative definite functions. Our standard reference is the book [1]. First we want to note the following representation formula, see [9, p. 5-9] or [1, p. 184].
Theorem 10.1. (Lévy-Khinchin Formula) Every real-valued continuous negative definite function \( a : \mathbb{R}^n \to \mathbb{R} \) has the following representation

\[
a(\xi) = c + Q(\xi) + \int_{\mathbb{R}^n} (1 - \cos(\xi, \eta)) \frac{1 + |\eta|^2}{|\eta|^2} d\sigma(\eta),
\]

where \( c \geq 0 \), \( Q \) is a non-negative quadratic form on \( \mathbb{R}^n \) and \( \sigma \) is a positive measure on \( \mathbb{R}^n \) which does not charge the origin and has finite total mass. Conversely, given \( c, Q, \) and \( \sigma \) with the properties mentioned above, then the function \( a \) defined by (10.1) is a continuous negative definite function.

Sometimes it is convenient to consider continuous negative definite functions of the form

\[
a(\xi) = \int_{\mathbb{R}^n} (1 - \cos(\xi, \eta)) k(\eta) d\eta.
\]

We will call \( k \) the kernel associated with \( a \). For \( 0 < s < 1 \) an example is \( \lambda^{2s}(\xi) = |\xi|^{2s} \), where the associated kernel is given by \( K_{2s}(\eta) = c(n, s)|\eta|^{-n-2s} \).

Clearly the set of all continuous negative definite functions forms a convex cone. Further, if \( a_j : \mathbb{R}^{n_j} \to \mathbb{R}, j = 1, 2, \) are two continuous negative definite functions then the function \( a : \mathbb{R}^{n_1+n_2} \to \mathbb{R} \) defined by \( (\xi, \eta) \mapsto a_1(\xi) + a_2(\eta) \) is again a continuous negative definite function. This fact is verified by a direct calculation using (1.3). Since for \( 0 < s \leq 1 \) the function \( \lambda^{2s} \) is a continuous negative definite one, it follows that for \( s_j, 0 < s_j \leq 1, \) and \( b_j \geq 0 \) by \( \xi \mapsto \sum_{j=1}^n b_j \lambda^{2s_j}(\xi_j) \) a continuous negative definite function is given. It is rather easy to construct continuous negative definite functions on \( \mathbb{R} \). By Proposition 10.6 in [1] any continuous function \( a : \mathbb{R} \to [0, \infty) \) which is even and when restricted to \([0, \infty)\) increasing and concave is negative definite.

From the previous considerations it follows that for any choice of \( t_j \) and \( r_j, 0 < t_j \leq r_j \leq 2, \) there are a lot of continuous negative definite functions \( a_j^2 : \mathbb{R} \to \mathbb{R}, 1 \leq j \leq n, \) satisfying

\[
c_j (1 + |\xi_j|^2)^{1/4} \leq (1 + a_j^2(\xi_j))^{1/2} \leq \tilde{c}_j (1 + |\xi_j|^2)^{1/4}.
\]

Since the square root of \( a_j^2 \) is again a continuous negative definite function, we can now start to construct an operator \( L(x, D) \) satisfying the
assumptions of Theorem 9.3. It is clear that

\[(10.4) \quad a^2(\xi) = \sum_{j=1}^{n} a_j^2(\xi_j)\]

is a continuous negative definite function on \(\mathbb{R}^n\) and that

\[(10.5) \quad c(1 + |\xi|^2)^{t/2} \leq (1 + a^2(\xi)) \leq \bar{c}(1 + |\xi|^2)^{t/2}\]

holds, where \(t = \min_{1 \leq j \leq n} t_j\) and \(r = \max_{1 \leq j \leq n} r_j\). Thus given \(t\) and \(n\), we can find \(m_0\) such that (3.5) holds. Then we will determine \(r \geq t\) such that \(0 < 1 - r/(2t) - r(r - t) m_0/t^2\) holds, i.e. \(r \in [t, t(1 + \bar{m}) \wedge 2]\), where

\[
\bar{m} = \frac{1}{4m_0} \left( ((2m_0 + 1)^2 + 8m_0)^{1/2} - (2m_0 + 1) \right).
\]

Now we take continuous negative definite functions \(a_j^2 : \mathbb{R} \to \mathbb{R}\) satisfying (10.3), where \(t \leq t_j \leq r_j \leq r\). Note that \(r = t\) is the elliptic case, i.e. in that case we will handle an elliptic pseudodifferential operator. Then it is possible to let \(m_0\) tend to infinity and the regularity results are just (hypo-)elliptic regularity results. In particular, we get for coefficients \(b_j = d_j + c_j, d_j \in S(\mathbb{R}^n)\), satisfying B.1-B.4, that any solution \(u \in L^2(\mathbb{R}^n)\) of the equation \(L^\lambda(x, D)u = f, f \in H^\infty(\mathbb{R}^n)\), lies also in \(H^\infty(\mathbb{R}^n)\). However, when we want to handle non-elliptic operators \(m_0\) must be finite and therefore in general we do not get hypoellipticity results.

Now, taking \(b_j : \mathbb{R}^n \to \mathbb{R}\) satisfying B.1-B.4 it is clear that the operator

\[(10.6) \quad \sum_{j=1}^{n} b_j(x) a_j^2(D_j)\]

satisfies all assumptions of Theorem 9.3, in particular all results proved in sections 4-8 do hold.

11. Some probabilistic consequences.

In this section we will show that the validity of estimate (4.6) is not only helpful in constructing a Feller semigroup or a Dirichlet form, but once it is known that \(B_\lambda\) is a symmetric Dirichlet form on \(H^{a^2, 1/2}(\mathbb{R}^n)\)
and that the continuous negative definite function $a^2$ satisfies (3.8),
then (4.6) has some probabilistic consequences for the stochastic process
associated with $B_\lambda$. We will consider two of these consequences.

For the first one we recall a result due to M. Fukushima [14].

**Theorem 11.1.** ([14], Theorem 2) Suppose a symmetric Dirichlet form $E$
on $L^2(\mathbb{R}^n)$ is regular and satisfies

\begin{equation}
\|u\|_{L^q}^2 \leq c(E(u,u) + c_0 \|u\|_0^2)
\end{equation}

for some $q > 2$ and $c_0 \geq 0$. Then the associated standard Markov
process $M$ possesses the following properties. There exists a Borel set
$N$ of zero capacity such that $\mathbb{R}^n \setminus N$ is $M$-invariant and further the
following assertions hold:

i) The resolvent kernel $R_\mu(x, \cdot)$ is absolutely continuous with
respect to the Lebesgue measure for each $\mu > 0$ and $x \in \mathbb{R}^n \setminus N$.

ii) The transition function $p_t(x, \cdot)$ is absolutely continuous with
respect to the Lebesgue measure for each $t > 0$ and $x \in \mathbb{R}^n \setminus N$.

iii) A set $A \subset \mathbb{R}^n \setminus N$ is of zero capacity if and only if $A$ is polar,
that is, almost all sample paths starting at $x \in \mathbb{R}^n \setminus N$ do not hit $A$ at
positive time.

Now we claim

**Theorem 11.2.** Let $M^\lambda$ be the standard Markov process associated
with $B_\lambda$, where $B_\lambda$ is generated by $L^\lambda(x, D)$ which is assumed to be
symmetric and to fulfill the assumptions of Theorem 9.3. Then the
assertions of Theorem 11.1 do hold for $M^\lambda$.

**Proof.** It remains to prove that

\begin{equation}
\|u\|_{L^q}^2 \leq c(E(u,u) + c_0 \|u\|_0^2)
\end{equation}

holds for some $q > 2$ and a constant $c_0 \geq 0$. But combining (3.8) with
(4.6) we have with a suitable constant $c$

$$
\|u\|_{L^2}^2 \leq c(E(u,u) + d_0 \|u\|_0^2)
$$

for all $u \in H^{a^2,1/2}(\mathbb{R}^n) = D(B_\lambda)$. Now applying the Sobolev inequality
(see [38, p. 20]) we find

$$
\|u\|_{L^q} \leq c' \|u\|_{L^2}
$$
with \( q = 2n/(n - t) \), hence \( q > 2 \). Thus with this value of \( q \) we get (11.2).

Note that one can use (11.1) to get \( L^\infty \)-bounds for the resolvent of the semigroup generated by \(-L^\lambda\), see [14] and also [20].

Our second application is concerned with the asymptotic behaviour of the semigroup \((T_t)_{t \geq 0}\) generated by \(-L^\lambda\) on \( L^2(\mathbb{R}^n)\). In their work [5] E. Carlen, S. Kusuoka and D. Stroock proved the following result which we formulate here for our special situation again assuming that \( B^\lambda \) is symmetric.

**Theorem 11.3.** ([5], Theorem 2.16) Let \( \nu \in (2, \infty) \) and \( q = 2\nu/(\nu - 2) > 2 \). Suppose further that with some constants \( c_1 \) and \( c_2 \)

\[
\|u\|_{L^q}^2 \leq c_1 (B_\lambda(u, u) + c_2 \|u\|_{0}^2)
\]

holds for all \( u \in H^{\alpha,1/2}(\mathbb{R}^n) \). Then there exist constants \( c'_1 \) and \( c'_2 \) such that the Nash-type inequality

\[
\|u\|_{0}^{2+4/\nu} \leq c'_1 (B_\lambda(u, u) + c'_2 \|u\|_{0}^2) \|u\|_{L^1}^{4/\nu}
\]

holds.

Further they showed the next theorem, which we again state only in a formulation convenient for our purposes.

**Theorem 11.4** ([5], Theorem 2.2) Suppose that (11.4) holds for all \( u \in H^{\alpha,1/2}(\mathbb{R}^n) \). Then there exists a constant \( d > 0 \) such that for the semigroup \((T_t^\lambda)_{t \geq 0}\) generated by \( B_\lambda \) on \( L^2(\mathbb{R}^n)\) the estimate

\[
\|T_t^\lambda\|_{L^1 \rightarrow L^\infty} \leq d \frac{e^{c't}}{t^{\nu/2}}
\]

holds for \( t > 0 \). Here \( \|\cdot\|_{L^1 \rightarrow L^\infty} \) denotes the operator norm for continuous linear operators mapping \( L^1(\mathbb{R}^n) \) into \( L^\infty(\mathbb{R}^n) \).

Again using (3.8) and (4.6) we get by the Sobolev embedding theorem estimate (11.3). Thus (11.5) follows with \( \nu = 2n/t > 2 \). In [5] further results related to these of Theorem 11.3 and Theorem 11.4 are given.

We also want to mention that Theorem 8.1 enables us to apply some results of the theory of \((r,p)\)-capacities developed by M.
Fukushima and H. Kaneko in [17] and by H. Kaneko in [25]. For details we refer to the paper [16].

Finally let us remark that it seems to us to be possible to use some of the Feller semigroups constructed in this paper to obtain examples for balayage spaces in the sense of [3].
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