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ABSTRACT

The paper discusses the estimation of parameters in second order exponential
autoregressive models.

1. INTRODUCTION

The traditional Box-Jenkins autoregressive moving average models (Box and
Jenkins (1976)) are mainly suitable for modelling time series with marginal
Gaussian distribution. In many practical problems we face with positive ran-
dom variables. To tackle such type of time series Lawrance (1980) and
Lawrance and Lewis (1980) developed models with exponential marginal
distribution. In these models the independent innovation sequence is also ex-
ponential and the autocorrelation structure is determined by linear difference
equations. The basic difference between these models and the Box-Jenkins
ARMA models is that although both are linear in the variables and parameters,
the linearity of these models is associated with the probabilistic choice bet-
ween several linear combination of independent variables.
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Lawrance and Lewis (1980) have introduced pth order autoregressive model
in exponential variables (EAR(p) model) and linked this model with the ex-
ponential moving average model of gth order (EMA(q)) into a positively cor-
related EARMA (p, g) model. In this paper an attempt has been made for
estimating the parameters in second order exponential autoregressive models.

2. EXPONENTIAL AUTOREGRESSIVE MODEL

The linear first autoregressive model for a stationary sequence of a random
variable [X|] is defined as follows:

Xi=aXi-1+e€, =0,=x1,x2,..., 2.1

where « is a constant (Ja| < 1) and ¢ is a sequence of identically and in-
dependently distributed random variables. Gaver and Lewis (1980) found that
for the sequence {X;} to have an exponential marginal distribution with
parameter \, the parameter « should be positive (0 < o < 1) and that

Xi_1 W.p.
x,~={°‘ PW-p. @ i=0,x1,£2,..., 2.2)

aXi 1+ E; W.p. l -«

where {E;} is an identically independent sequence of exponential marginal
distribution with parameter \.

The second order autoregressive model EAR(2) is defined as (Lawrance and
Lewis (1980)):

_ OllXi_l Ww.p. 1 — [6%5)

Xi= + €, 2.3)

axXi_2 W.p. a2

where o and o are constants (0 < oy, a2 < 1). The basic feature of EAR(2)
model is that X; is always function of one of the previous two values X;-; and
Xi->. In general the pth order model can be written as

O£1X1_ 1 W.p. a4y

_ azX,'_z Ww.p. a2

Xi + € (2.4)

opXi—p W.p. ap

where

P
ai=(-a), a=1I] o
j=2
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and !
a= T il —ousr), [=2,...,p—1

Jj=2

3. ESTIMATION OF PARAMETERS IN EAR(2) PROCESS

The autocorrelation structure, the regression structure and the estimation of
parameters in EAR(2) model have been discussed in this section.

Multiplying both sides of the equation (2.3) by X;_, and taking expectations
we have

EXiXi-r) =0 - a){oE(Xi-1Xi-r) + E(Xi-)E(e)} +
+ ax {2 E(Xi-2Xi- ;) + E(Xi-)E(ei)} (3.1)

Substituting the expression for E(e) given by
E©) =1 - a2)(1 — a1 + a2)E(X) 3.2)
in Eqn. (3.1), the following is obtained
er=oi(l —ador-1+ader2  (r=1,2,...) (3.3)
where
@r = corr(Xi, Xi—r) = ¢- and o =1

From the above equation the first two autocorrelations of the EAR(2) process
can be obtained as follows:

o1=a1/(l +az2) and @2 = ai(l — az)er + a3 (3.4)

Equation (3.4) can be solved to find the expressions for the parameters oy and
a:

ar = {1+ (¢2— ¥1)/(1 — ¢1)}'%¢1 and

3.5
a2 = (g2~ eD)/(1 — ¢D)}'"? 3-3)
from (2.3)
EXi/Xi-1=Xi-1,Xi-2=Xi-2) = (1 + @a)arxi—1 + cdxi_2 +
F(1 = o)l — ar + a2) (3.6)

which shows that the regression of X; on X;_, and X;_, is linear in the given
values x;- and x;_> of X;_ and X;_,. The expected value is given by

E[E(Xi/Xi_l =X,'_1,Xi_z =x,'_2)] = (1 — Olz)alE(xi_l) + a%E(x,-_z) +
+i( =)l —ar + o) =)
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since X; follows exponential distribution with mean ,.

Estimation of parameters in second order autoregressive models has been
attempted using (3.6) using the principle of least squares:
Let

S= »Z, Lyi — Buxio1 — Baxi—2 — N '(1 = B1 — B)I? 3.7

where 81 = (1 — o)y and B, = o3 and yi = E{Xi|Xi-1 = Xi—1 Xi—2 = Xi_2}.
Differentiating S partially w.r.t. 8; and aquating to zero we get

EN " 1 ' 1
=0= - i—Bixi-1 —Baxi-2— (1 -0 — —Xi-1+
36, 0 2;; [)’ Bixi-1 — Baxi-2 )\( 81 Bz)} ( Xi—1 )\>
or
ny nx nx,
)f’— 31)\_1 - [—32)\_2 = So1 + B1S11 + B2S12=0
where
_ 2}’.‘ _ DXi—1 _ 2Xi—2
y =" -, X1 = = =— Xy = ———
n n n
So1 = Lyixi—1, Si = 2xio1, Si2 = 2Xi—1Xi-2
or

ny nx nx
Y- 5—'x g @-x 2~ Sou + BiSi + B2S12 =0

We know that j = E(yi) = ) and ¥; = E(x;-1) = X» = E(x;_») = ,. Hence

n  nB; nB
IS I T

31(511 ");)4-[32(512“;2) = <Son —):12> (3.8)

Similarly differentianting S with respect to 8, and equatiﬁg to zero, we have

51(512 - :2\) + 32(522 - :2> = <Soz - ;2) 3.9)

— Sot + 81811 + B2S12=0

or

where

ol hl
S =Dox7o s, So2 = X, yiXi-2.
i 7
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Solving equation (3.8) and (3.9) the following estimates for 8; and 3> are ob-

tained
.
<Soz - %)(SIZ - %) - (Sm - :2><Szz - )\2>
B = — - - (3.10)
<S” ) - (S“ - r><s )
n n n n
i (Sm - X§><S12 - P)(SOZ - X‘j)(\sll - )?)
B2 = n\? n n
el

Since 81 = (1 — az)a; and B2 = o3, the estimates for the parameters o and
in the EAR(2) process are given by

B
(1-V3y)

3.1

Gy = and & = Vg, (3.12)

4. CONCLUSIONS

The estimations of parameters in second order exponential autoregressive
models has been attempted. There is scope for extending this idea for estima-
tion of parameters in higher order exponential autoregressive models also.
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