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ORLICZ METRICS DERIVE FROM A SINGLE
PROBABILISTIC METRIC

Carlo Sempi

ABSTRACT

It is shown that the same probabilistic metric
as used by Schweizer and Sklar to obtain all
LP space metwrics can be used to derive tne
metrics of Orlicz spaces.

Let (Q,4,n) be a probability space and let A denote the Le-

besgue measure on (R,B). Further let ¢ and § be a pair of comple

mentary Young functions, i. e. v,p:R +~ R are such that
o(x) = sIxbnan w0 = sIxeFan
0 0
where h,hh:R > R+ are right-continuous, increasing functions such
that 1im h{x)=+», h(0)=h“(0)=0 and hx(t):=sup{s:h(s) < t}. Let

X>+oo o
I° be the set of equivalence classes (with respect to equality

u-a.e.) of measurable functions f:Q > R. Finally Let L¢=L¢(Q,A,u)
C L° denote those functions f for which |E(fg)|<+= for every
measurable function g:Q + R such that E() og)<+w. Such a space is
a Banach space, called an Orlicz space, under either the Orlicz

or the Luxemburg norm, which are equivalent ([ 3] ); we shall use
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the Luxemburg norm.
(1) [1e]],:£ infl{k>0: E[@(|F]/Kk)] <1}
—'y

Schweizer and Sklar ([5]) have shown how to derive all

LP-metrics from a single probabilistic metric. On the other hand,

one has -
(a) P ci!' (p>1);

(b) every LP space (p>1) is an Orlicz space with ¢p(x)=|x|p/p

and |1F11 =" PY11FL ],
p
(c) L= U{LY: v is a Young function} ([ 4], 1.4.5).

In view of these facts and of the relevahce of Orlicz spaces
in the characterization of conditional expectations ([L4]), it is
entirely natural to ask whether the result just mentioned can be
generalized so as to derive all Orlicz space distances from the
same probabilistic metric as used by Schweizer and Sklar. The
purpose of this note is to answer this question in the affirmati
ve and to show that their result, for peli,+o[, is a particular

case of the main result below.

For the sake of completeness the preliminaries of [5] will
be repeated here. A function of L® will be called a random varia
ble (r.v.). For any pair (f,g) of r;v;'s and for any x>0 the set
{weqQ: dl f(w),3(w)l<x} is measurable; here d denotes the usual
distance on R. The function ng:R++ [0,1] defined by

FrgOi= ulue@: dlf(w)iglo)lex} 154 1 (x)

is the (left-continuous) distribution function of the r.v.

. +
d(f,g). In this way one defines a mapping pm:L°xL°+ A (the space
of left-continuous distribution functions F with F(0)=0; see

[61), by F(f,g)::ng. The pair (L°,F) is a probabilistic metric
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space ([6]), viz. for all f,g,h €L° one has

(i) F(f,g)=e_if and only if f=g;
(ii)  F(f,g)=F(g,f);

(iii) F(f,q) = Tm[F(fuh):F(h:g)]’

e

where € := and for any two distribution functions F,G in

1
N ° 10, +e]
4" and for any t>0, T is defined by

T (F,6)(t):= sup max{0,F(x)+G(y)-1}
m
x+y=t
For a proof of this, see [5] theorem 1.

One can now prove the main result.

Theorem. For any f,g €LY one has

(2) dv(f,g):= Ild(f,g)||¢=inf{k>0: { Y(x/k) deg(x) < 1},
+

Proof. By recourse to the usual change of variable formula

for integrals (see, for instance, [2] theorem 11.4) one has

Ele(d(f,g)/k)]

Sf;‘?[ d{f(w),g(w)}/k] dulw) =

+
and hence (2), on account of the definition (1). Q.E.D.
As a final remark, it is possible to notice that the proof
above avoids the recourse to quasi-inverses and to the concept

of equimeasurability ([l] $10.12) so that it simplifies the re-
sult of [5] beside generalizing it.

As a corollary one obtains (a part of) Theorem 3 of [s5].
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Corollary. The metric dp in the space LP with p e]l1,+[ is gi

ven by

= p 1/p
dp(f,g) ={ /7 x deg(x)}

Re

Proof. Choose ¢=wp to get, on account of (b) above,

dp(f,g):=ild(f,g)||p=(P1/p)||d(f,9)||¢p -

-1

=(p1/p) inf{k>0: p ' J (|x]/x)P deg(x) <1} =
R v

={f «P deg(x)}‘/P ) Q.E.D.

Ry
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