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ON SOME FUNCTIONAL EQUATIONS. FROM ADDITIVE
AND NONADDITIVE MEASURES - III

P1. Kannappan*

In this series, this paper is devoted to the stud& of two
related functional equations primarily connected with weighted
entropy and weighted entropy of degree B (which are weighted
additive and weighted B additive respectively) which include as
special cases Shannon's entropy, inaccuracy (additive measures)
and the entropy of degree B (nonadditive) respectively. These
functional equations which arise mainly from the representation
and these 'additive' properties are solved for fixed m and n

(positive integers) by simple and direct methods.

Introduction

Let (Q,A,P) be a probability space. Consider an experiment

E, that is, a finite measurable partition (of events){E ”"'En}

1
(n>1) of § with the objective probabilities of these events gi
ven bywai%=pi > 0 for every Ei such that P = (pi)eAn where

n . .
An = {p = (pi,...,pn)- P, >0, % p; = 1}. The different events
Ei depend upon the experimenter's goal or upon some qualitative

characteristic of the physical system taken into consideration;
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that is, they have different weights (or utilities). In order
to distinguish the events E1,...,EA with respect to a given
qualitiative characteristic of the physical system taken into
account, ascribe to each event Ei a non-negative number W(Ei)
= w, (2 0) directly proportional to its importance and call

L the weight (utility) of the event Ei'

Then the weighted entropy of the experiment E is defined
- as [3]: v
n

(1) H O (P;W) = H (PysevesP iWyrene W) = -i£1wipiloq Py

and the weighted entropy of degree g (# 1) is defined as [2]:

n
cwy = (21 B_qy -1 B_
(2) H (P;W) = (2 °-1)7 " J w,(p;-p;)
i=1
where P €An, W = (w1,...,wn) with v, = 0.
It is easy to see that i) HE -+ Hn as B+ 1; ii) If w, = \
for all i, then (1) gives the Shannon entropy Hn(P) = chilog P,
and (2) gives the entropy of degree B [ 4], HE(P) =c(2p§-1);
q; '
iii)If,wi=-—— (under suitable conditions) with Zqi =1, (1) beco-
i
mes the inaccuracy [ 9], In(P”Q) = -Zpilog a-

There are so many algebraic properties which are satisfied
by them [1,2,3,4,9]. In particular, the weighted entropies can'

be represented in the form of sums as

H (P;W) = % £(p, W),
and

#(piw) = Y alp..,w,)

n'"’ i i’vi

and possess the following properties:
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weighted additivity‘

n
1 qjvj-Hn(P;W) + i£1 piwi°Hm(Q;V)

i~ 8

*O: Wk =

H (P*Q;W*V) .

J

weighted Rg-additivity

B

m(Q;V)

B . = .uf (p. B, .
Hmn(P*Q,W*V) = § qjvj Ho (P; W) + g p;w,"H

respectively, where Q GAm, P*Q = (piqj), v =(V1,---,Vm),
W*V = (inj), B(# 1) is real.

The above two properties lead to the study of the functio-

nal equations

n m
(3) 121 jZ1f(piqj.wivj)= ?qjvj'g £(p ,w,)+ § piwi.§ £layvy)
and

- 8
(4) i£1 j£1g(piqj,wivj)= quvj-g glpy,w)+ g piwi-§ g(ay vy,

B# 1. So, a characterization of (1) or (2) can be obtained, by
determining all the solutions of (3) or (4). In the next section,

we solve the functional equation.

n m
a
5 h . q. L V.)= LV, h . . Lu, . )
(5) i£1 j£1 (plqj,ulvj) %qjvJ § (Pl'ul)+§ piu; § h(qJ,vJ)

for all o€ R (reals), which obviously includes both (3) and

(4), where P =(pi)e An, Q = (qj)e Am' U = (u1,...,un),v=(v1“..,vm)
with ui,vj = 0. As a matter of fact, we determine all the solu-
tions of the functional equation (5) holding for some (arbitra-
ry but) fixed pair (m,n) when the function h is Lebesque measu-

rable using simple methods adopted in [6,7].
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Weighted Entropies: Solutions of the equation (5)

+
Let 1 = [0,1], I, = [0,1], R, reals, R, non-negative
reals. We follow the convention 0 log 0 = O, o* = o, 1% = 1.

In order to solve (5), we make use of the following result in

[8]:

Result 1. Let Gij: I XI->RI(i=1,2,e0.,n; j =1,2,...,m)
be measurable in each variable and satisfy the equation
n m

(6) 121 jZ1 Gij(pi,qj) =0

(P = (pi) eAn, Q = (qj) eAm) holding for some fixed pair
m,n ( =>3). Then Gij are given by
m n
(1), Gy5(psq) = Gij(p,O)—lLGiZ(P:O)Qﬁ'Gij(O:q)-k£1ij(OICI).P
m

n
+ ) G, ,(0,0)p+ ) G,,(0,0)qg-) } G,,(0,0)pg-G, . (0,0).
k=1 K37 g=q 1% k& KL 1]

Let h: I X R+ + R be measurable in each variable and satis-

fy the functional equation (5), for a fixed pair m,n ( > 3).

For arbitrary, but‘fixed U = (ui), vV = (vj), by defining
. o
(8) Gij(p,q) = h(pq,uivj) - vth(p,ui) -p uih(q,vj)
for p,g € I, (i = 1,2;...,n; j =1,2,...,m), (5) can be reduced

to (6) with Gij measurable in each variable, so that Result 1,

applies and (7) holds.

Wlth p, = 1 = 94 Pi =0 = qj (i,3 =22), ui,vj arbitrary
(5) becomes
g n m
(9) h(1,u v ) + h(0,u,vy )+ § h(0,u v.)
L R L7 k22 jZ1 k3

n m
= v, [h(1,u)+ é h(0,u ) J+u, [h(1,v )+ g h(0,v,)].
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By letting u, = 1 = v, in (9), we get,

)
h(0,u, v,) = h(1,1).
k=2 =2 L

Since uk,vz are arbitrary, it follows that

(10) (m=1) (n-1)h(0,u) = h(1,1)

c (say)

for all u € R+.

Setﬁing u, = 1 in (9) and using (9) and (10), we obtain
c(1—v1) = 0, that is, c = 0

since v, is an arbitrary non-negative real number. Thus

(11) \ h(o,u) = 0, for all u € R .

Now,'f;om (8) and (11), we have

Gij(p,O) =0 = Gij(O,q), for p,q € I,

that is, from (7), it follows that Gij(p'q) = 0 for all p,qe I.
Thus, from (7) and (8) results,

(12) h(pg,uv) = vqh(p,u)+ﬁxuh(q,v),

for all p,g €I, u,ve R+.

By interchanging p and g and u and v féspectively in (12),

we get
(13) h(p,u) (g%q)v = h(q,v) (p%-p)u.

Thus, when og# 1, from (13) results



(14)

where ¢ is an arbitrary

Now,

becomes
h(pq,1) =

that is,

(15)

h(p,1) =

where a is an arbitrary

From (15) and (12)

h(pg,u)

also =

that is,

h(p,u)-apu log p _

h(p,u) = cu(p®-p),

let us consider the case g=

ap log p,

20
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+
u € R, p €1,

constant.

1. With u = 1 = (12)

qgh(p,1)+ph(qg,1),

by the measurability of h and by (11), we have

for p € I,

constant.

with v = 1, we obtain

gh(p,u) +apqu log g

ph(gq,u)+apqu log p,

h(g,u) -aqu log g

p

: +
and u €R . Hence,

(16) " h(p,u)

where g is measurable.

Use (12) and

= apu log p +

q

independent of p and g and
depends only on u

= g(u) (say) , for p,q €1

1’

' +
pg(u), qu€I1r u€R ,

(16) to get
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V
o

(17) ' g(uv) = ug(v)+vg(u), u,v
Since g is measurable, from (17) results
(18) \ g(u) = bu log ﬁ, u > 0,
where b is an arbitrary constant.

Setting ui = Q0 = vj in (5), we have
ﬁ(piqj,o) = 0,

that is, by [ 5],

(19) h(p,q) = a1p+a2, for p €I
with a1+mna2 = 0.

Since h(0,0) = 0 by (1), we see that a, = 0 = a1, so that
(18) holds for u = 0 also. Hence, from (16) and (19), we have
(20) h(p,u) = apu log p + bpu log u, for p e I, u € R+,

where a and b are arbiﬁrary constants.

Thus, we have proved the following theorem:

Theorem. Let h: I X R+ > R be measurable in each variable
and satisfy the functional equation (5) for some fixed pair
m,n >3. Then h is given either by (14) when O #¥ 1 or by (20)

when o = 1.

Remark. Unfortunately, because of the occurrence of the
weights in the right side of the equation (5), the solutions

are not dependent on m and n.

Further, for u = 1 or constant, (14) reduces to a result

proved in [ 5], connected with the entropy of degree B.
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