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ABSTRACT

The systems of an arbitrary number of linear inequal-
ities over a real locally convex space have been classified
in three classes, namely: consistent, weakly inconsistent
and strongly inconsistent, i.e. having ordinary solutions,
weak solutions or not solutions respectively. In this paper,
the third type is divided in two classes: strict-strongly and
quasi-strongly inconsistent and is given a topology over a
quotient space of the set of systems over finite- dimension-
al spaces, that yields a set of results in accordance with the
theorem of classification of such systems, based upon their

associated wedges, given in [Go,2].

RESUMEN

Los sistemas con un niimero arbitrario de desigualdades
lineales en un espacio real localmente convexo se clasifi-
can en tres clases, a saber: consistentes, debilmente incon-
sistentes y fuertemente inconsistentes, i.e., teniendo solu-
ciones ordinarias, soluciones débiles o no teniendo
solucién, respectivamente. En este articulo, el tercer tipo
de sistemas, lo hemos dividido, a su vez, en dos: stricta-
fuertemente inconsistentes y quasi-fuertemente inconsist-
entes y damos una topologfa sobre un espacio cociente del
conjunto de los sistemas, en espacios de dimensién finita,
que da lugar a una serie de resultados en consonancia con
el teorema de clasificacién de tales sistemas, basado en sus
cufias asociadas, dado en [Go,2].

1. INTRODUCTION ,

If X is a real locally convex space and J is an arbitrary
non-empty index set, a system o is defined by a pair of
mappings x: J - X and ¢: J— R such that foreachj ¢ J,
x(j} = x, c(j) = ¢; and on try to find an element @ in the
topological dual of X, such that

kY

qo(xj)ZCj forall jeJ (1)

Formally, a system o is written:
o={(x,0)2c.jel} 2

In our case, since X will be a finite dimensional space,

@ is a vector belonging to X and @ (x)) as well as (x j,(p>,
which appears in (2), will denote the usual inner product.

When there exists a vector ¢ that holds expression (1),
o is said to be consistent, if not, it is called inconsistent
system. An inconsistent system is called weakly-inconsist-

ent if it has asymptotic solution, i.e. there is a net
{p,:d € D} in X such that,

lim inf, ), {x;,0,) > ¢, for every j e J.

Finally, an inconsistent system that it is not weakly-
inconsistent, is said to be strongly-inconsistent system.

All through this paper we shall frequently do allusion
to Theorem of Classification [Go,2], which statement is the
following:

Theorem of classification. In a real locally convex
space X, a system

g = {(x,-s(P >ch3je']}
is:
(a) Consistent if and only if (0,1) & cl M,

(b) Weakly-inconsistent if and only if (0,1) € cl
MM,

(c) Strongly-inconsistent if and only if (01) e M o
being

(0,1) the pair defined by the zero element of vector
space X and the identity element of R,
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M, = cone {(xj,cj),je J}

i.e. the set of non-negative linear combinations of pairs
(X;,C; ) € X X R, cl M, the closure of M, in the topolog-
ical product space X X °R

Given the finite dimensional space X and a certain
index set J, we will denote by L, the set of consistent
systems, L, the set of weakly-inconsistent systems and L,
the set of strongly-inconsistent systems. Now, a natural
question arises:

Is it possible to find a topology over the family © of
all systems defined in X with index set J such that, L, and
L, are open sets and their boundaries are equal to L,?

The main goal of this paper is to give a positive answer
to this question, after some considerations about the set ©
itself and a refinement of the previous theorem of classifi-
cation of systems. The results that we shall obtain can have
applications in the theory of stability as well as to some
optimization problems of linear functions in the general
theory of continuous linear semi-infinite programming.

2. THE CHARACTERISTIC SECTOR
OF A SYSTEM

All through this paper, X will be the euclidean space
R¥! where k > 1 and the index set J = R.

In contrast with [Go,2], where the main tool is the
wedge M, in our analysis plays a crucial role the charac-
teristic sector S, of a system, defined as

Se=cl (M, B),
being B the closed unit ball in R,

Then, the cone M, as well as, the sector S associated
to a given system ¢ are subsets of R* and in thlS space we

shall consider the norm | |, defined as usual

el = 2+ %2 + o+ XD,

In many reasonings all through this paper we shall
frequently use, although without explicit mention, the fol-
lowing proposition:

Proposition 2.1. Let ¢ be a system, its characteristic
sector S, may also be defined as

M. )N B

Proof: Since ¢l (M, N B) < (¢l M) N B, we shall
show the converse. If x is a vector belonging to (¢! M ) N
B, we may consider two cases:

Se = (cl

Case 1. |x| <1. Then, let € be a positive number such

that £ < 1 — |||, the open ball B (x, £) meets M, at a point
y. Thus y € B (x, &) n M, ~ B, since || <|{y | + |«
< 1.

Case 2. |« =1. For each n = 1,2,..., let y, be a point
belonging to M, such that [x—y,| < 1 Then, —— vy, €
. n+l " on n+l
M, ~ B since [y, [ <—.
n

n
On the other hand, the sequence (—:Iy,,),, converges
to x. Indeed, n

_n =" <y - + 1.2
n+1y" N n+1 <. - n<

therefore x € ¢l (M, \ B). W

1
Yo =X =X
n

Definition 2.2. Two systems C,® are said to be equiv-
alent if and only if their characteristic sectors are equal.

Obviously, the above definition is a equivalent relation
and yields in the set © of all systems a quotient set ©",0n
which we are going define a topology induced by a met-
TicCS.

3. A METRIC STRUCTURE ON ©°

Definition 3.1. Given two classes o, ® of ®, we de-

fine
d (o, o) = dy (S,,S,),

being S,, S, the characteristic sectors of their repre-
sentative systems o, and dy (S;,S,) the Hausdorff dis-
tance between them.

The foregoing definition not depend of their represent-
ative systems and, obviously, is a distance upper bounded
by 1. For simplicity, we shall continue using the notation
of their representative systems and we point out, to do easy

- understanding the reasonings that we shall explain,that the

definition of Hausdorff ‘metrics we shall use is the follow-
ing:

dy (5,,8,) = inf {e>0:S, S, +€B,S, < S, +eB}

Proposition 3.2. The set L, of consistent systems is
open in (©", d).

Proof: Let o be an element of L, noticing the Theorem

of Classification, the vector u = (0, I )egc M, so ue S
and we can take then a positive number

§=min {Ju-z): z € S,},
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such that the open ball B (o, §) lies in L. Indeed, if w e
B(o, 6) is a weakly-inconsistent or strongly-inconsistent
system, thus 1 e S, But, on the other hand, for e =d (w, 0)
< §, we have that S, €S, + & B. Therefore there exist
zeS,and v € Bsuch that u =z + £ v. Then Ju—z| < g,
but noticing definition of number §, we would have that
S < &, being a contradiction since £ < §. W

Proposition 3.3. The set L, of weakly-inconsistent sys-
tems is not open in (@", d).

Proof: We shall consider two cases:
Case 1. k=2, ie., X= R. Let us define the system
o= {(xj,(p >2cj,jeJ},
being
X =], ¢ =j"ifj>0
X, = ¢ =0ifj50.

The characteristic cone of this system M, = {(x,y):
x>0, y>0} U {(0,0)}, therefore (0,1) € d M\ M,.
Taking into account the Theorem of Classification, o is a
weakly-inconsistent system.

For each n = 1,2,..., we define a system

0, = {(xnl,(p>20n/,jeJ}
being,
. 1 o] s .
xn]=]_ ;l—, C"]_—_] 1f]>0,

X, =¢ =0if j<0,
.. 1 .
Noticing that for j < —, the slope m; = attains
n PN
JG=)
'its maximum value when j = P the characteristic cone
n
M, is the interior of the area limited by the rays

ro={(x,0): x > 0}, r,= {(x, -4n’x): x < 0} and the origin
(0,0), for each n = 1,2,...

Therefore, (0,1) € M, and noticing again the Theorem
of Classification, the systems ¢, are strongly-inconsistents.

On the other hand,it is easy to check that

1
lim, d (6,, 0) = lim, d (5, ,S,) = lim , —=———u =0,
e Ji+16n°

showing that L is not an open set.

Case 2. k > 2. Let us consider the system

»

o= {(xj,q) >2cj,jeJ}

defined as
x;=(0,..0, ), ¢;=j' if j> 0,
x;=(0,.,0), ¢;=0if j< O,
ko1

where the vectors x ;€ R*,

We may easily check, in the same way that Case 1, this
system is weakly-inconsistent. Now, the systems

o,= {(x,.0)2¢,.7e 7},
defined as
%, =0, 0, j— %), ¢, =j"if j >0,
Xy, =(0,...,0), ¢, =0if j<O

are strongly-inconsistents and, again as Case 1, the se-
quence (o,) converges to ¢.

Remark 3.4. The above proposition has been showed
defining a weakly-inconsistent system ¢ and constructing
a sequence (o,), of strongly-inconsistent systems that con-
verges to ¢. In the same way, given the system o, would
be able define a sequence (o,) of consistent systems, like-
wise converging to o, as follows:

Case 1. k = 2. For each n = 1,2,..,, let us define A, =
{1, 172,..., 1/n, 2, 3, ..., n} and the system

c,= {<x,.,,(P>Zan,J'EJ}
as
X, =j ¢ =jifjeA,
x, =¢, =0if jgA,

Case 2. k > 2. Analogously, for each n = 1,2,..., the
system ©, may be generalized in the same way that the
Case 2 of Proposition 3.3., i.e., on defining

o, = [<x.,, ’(0> 2¢,,J GJ}
where
Xy = (0,0, ), &, = jif je A,
Xy, =(0,..., 0), ¢, =0if jg A,

Proposition 3.5. The set L, of the strongly-inconsistent
systems is not open in (®*,d).

Proof: Let us consider two cases:;
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Case 1. k= 2. Let
o= {(xj,(p )?_cj,jeJ}
be the system defined as
x;=0foral jeJ
¢; =0 for all j € J, excep for certain index j,

= 1.

cio

o is obviously a strobngly-inconsistent system. Now, we are
going to construct a sequence (o,) that converges to o©.
Indeed, for each positive integer n, we define

o, = {<x"l,(p>20nj,j(—:J]
as follows:
X, = €, =0if j ;tjo.‘

1 e ..
xn, = cll/ =n lfJ =JO'
n
The systems ¢, are consistent, as we may easily check,
since for each n, ¢ = n® is a solution of each of them.
Moreover, ‘we have that

lim, d (0, 0) = lim, d, (s, ,5,) = lim, = 0.

1
V1+nt
Case 2. k > 2. In this case, the system ¢ would be
defined as
x; =(0,...0)forall j e J

¢; =0 for all j € J, excep for certain index j,

As for the systems

o, = {{x,-9)2¢,.j< 7}
they may be generalized on the following way:
Xy, =(0,...0), 6, =0if j = J,
1 e
x,, = (0,...,0, ;l—), C,=n if j = j,
Analogously, we would show that the sequence (0',, )n
of consistent systems converges to the strongly-inconsist-

ent system o. M

Proposition 3.6. If bd(L,) and bd (L)) are the bound-
aries of L, and L_respectively. Then

L, c bd (L) N bd (L)

Proof: We shall do it by induction over the dimension
of the space.

If k=2,i.e. X=R. Let us consider a weakly-inconsist-
ent system

o = {(xj,(p )ch,jE J}.

Noticing the Theorem of Classification, we have that
vector u = (0,1) € o M)\ M, therefore there exists a
sequence (u,), n = 1,2,... of vectors in M such that con-
verges to u = (0,1) and, without loss of generality, we may
suppose that Ju, | = 1.

Let v be the vector belonging to S ,, [V = 1, such that:
=l = max {lu=il: 1 < s, =1,

if we denote v = (y,, dp) and u, = (y,, d,), n=1,2,..., we
may define another system

c*= {(x},(p)Zc;,jeJ}
by means of
x;=y,c;=4dif je {01,2,.},
x;=c;=0if je {0,1, 2,..},
and we obtain, on this way, a system o* equivalent to ¢.
For each N = 1,2,..., we define a consistent system
ot = {(x,.0)2¢,. e,
being
x,'vj = Y, c;,l =d;if j € {0,1,..., N},
x;,/ =c;,l =0if j ¢ {0,1,.., N}

and we have, obviously, that the sequence (o,*) con-
verges to o,

For the construction of a sequence (w,*) of strongly-
inconsistent systems that converges to g, we shall consid-
er two cases:

Case 1. The vector v = (yg, dp) # (0, — 1) = —u.

We define the number

Ik

now, since lim , ¥, = u, there is a positive integer p such
that |u, —u| < g for all n > p. For each N =1.2...., we
define a consistent system

o+ = {{n,.0)24;,.7¢7},

£= min{l -
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being
y;’1=y1’ d;"; = diifj=0'

y;v,=yj, =difj=p+ N-1

Yy, =dy =0if jz0and j#p+ N-1

Case 2. The vector v = (y,, dp) = (0, 1) = —u.

In this case, the characteristic sector of the system ¢*
is the closed unit semi-disc on the right or on the left. If
it is on the right (on the left is analogous), we define, for
each N = 1,2,... the system

CON* = {<Z;,’,(p>2e;,},jeJ},

being,

z}}:%,e}j:—lifj>0

Zy =1, ey =0if j=0
. Lo
Zy, == ey, =1if j<0
In both cases, may easily chek it, we obtain sequences
(@y*) of strongly-inconsistent systems that converge, each
one of them, to ¢ *.

If k> 2, i.e. X = R¥’, let us suppose that the statement
of Proposition is true as far as dimension &k — 2 ; we must
show that to be also correct for k& — 1:

Let us consider
o= {(xj’(p )ch,jEJ}

a weakly-inconsistent system in R'’. The closure of its
characteristic cone ¢/ M, is a closed convex cone in RY,
then there exists a supporting hyperplane H that goes
through the point u = (0,,, 1), where 0, is the vector zero
of R*. Let us suppose that H has a characteristic vector 7
(we may assume it has unit norm), thus we may define it
as

H= {x € R:(n,x) = O}
with (1,x) > 0 for all x € cl M.

If (n,x) = 0 for all x e M, would have that M,  H,
and this means that it would be in a lower d1mens1on
therefore, noticing the hypothesis of induction, the propo-
sition would be showed. Thus, we may suppose, without
loss of generality, that there exists a vector a € M such
that (n,a) > 0. Let q be a positive integer so that

5

1 1
—""ll, = s =\u, 0; (1)
<n . a> (n,a) p (u,a)y>

for each N > g, we define the hyperplane

1
Hy ={xeR*:(x,n——u)=0
¥ {xe <x n u> }

and the index set
Jy= {j € J:(xj,cj)=sj such that <sj,n—%u> 20},

where (x; c; have been defined by means the system given
o. The relation (1) implies that J,, # &, then we may de-
fine, for each N 2 g, a system

Oy = {<xNj,(p>2ch,jeJ}
by means of

Xy, =X%;, ¢y =c¢;if jeJy

Xy, =0,,, Cy, =0 if jeJy

These systems ¢, are obviously consistent since the
vector u is such that

hence u & cIM _ for all N > g. On the other hand, since the
euclidean d1stance from u to each hyperplane H, is given by

e

Pt

d, (uHy)=
TN
we have that
timy d(c,,0) = limNdH(Sﬁ ,SG) =0

and therefore, the sequence {0 of consistent systems
q ¥ ) isg Y

converges to ©.

To end the proof, it is enough notice that, given the
weakly-inconsistent system

O'={<xj,q))20j,jeJ},

the vector u € ¢cIM_, hence we may define an equivalent
strongly-inconsistent system

a)={<zj,(p>2ej,jeJ}

as:
z,=x;,¢e =c; if j#],

z;=0,,¢=1ifj=j,

for certain index j,. M
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4. REFINEMENT OF THE PREVIOUS
CLASSIFICATION OF LINEAR
INEQUALITIES SYSTEMS

In many phases of the proofs in above results, we have
been able to note the scarce difference between some
strongly-inconsistent and weakly-inconsistent systems; in
fact, it is enough to add the vector u = (0,_;,1) to a weakly-
inconsistent to obtain a strongly-inconsistent system. This
question generates the following definitions:

Definition 4.1. A strongly-inconsistent system ¢ is said

0
to be strict-strongly inconsistent if and only if u € M.

The set of strict-strongly inconsistent systems will be
denoted by L_.

Definition 4.2. A strongly-inconsistent system ¢ is said
to be quasi-strongly inconsistent if and only if
ue M, Nbd(M,).

The set of quasi-strongly inconsistent systems will be
denoted by L, Then, the set of strongly-inconsistent sys-
tems L = L, U L,

Proposition 4.3. The set L is open in (@"‘,d )

0Proof: Let ¢ be an element belonging to L, then u

€ Mo and therefore, there exists a positive number r such
that the open ball, for the euclidean topology in R,

Bur)c M, (1)

Let us consider, in the Hausdorff topology, the open
ball B (g, r) and we will see that it is contained in L

OSS'
Indeed, if 0’ B (o, r), then d{(c’, o) = e<r. ffue M,
]

the proposition will be showed, if not, i.e. if u¢ Mo, we
have two cases:

Case 1: u € bd (M_.). Let us consider the supporting
hyperplane H’ of characteristic vector i)' (we may assume

|n|=1) that goes through the point u, of equation
H'= {x eR*:(n',x)= 0},
fulfiling
(n,u;) 20 for.aliu;=(x,,c,)e M, (2)

Now, noticing relation (1), there exists t, €S, such
that

r<ln, to), = max{](n', (') <0,tes, },
therefore

(n',f(,)S_" (3)

On the other hand, since d(¢’, o) = € < r, we have
8, < S, +&B, then given t,€ S, there exists t’' € S, such

that Hto —t'"S £. Now, from (2) and (3), we obtain

<77',t'—to>=(ﬂ'J')‘(ﬂ':to)2" (4)

and by Cauchy-Schwarz inequality

[, o=t ) < et < e <,
but this is a contradiction with (4).

Case 2: u &clM_. . We consider, in the same way, a
supporting hyperplane G’ of d M, with characteristic
vector &' of unit norm (in this case G’ does not go through
) and reasoning analogously, we may find a point t,€ S,
such that

Ké"afo>|2r’

then we are exactly in the case 1, and developping the
same argument, we come to the same contradiction. W

Theorem 4.4. The consistent and strongly-inconsistent
systems have equal boundary and this is the union of weak-
ly-inconsistent and quasi-strongly inconsistent systems, i.e.

bd(L) = bd(L) = L, L,

Proof: ¥ 0 €bd(L,), implies that ¢ ¢ L, since L_is
open by proposition 3.2. Then, if o € L,, by proposition
3.6, we have that

L, cbd(L)nbd(L,),
hence c ebd(L). Ifocel =L, UL

- then necessary ¢ e
L,, since L is open by proposition 4.3.

Let us consider two cases:

Case 1: M, = C (degenerated cone) = {x e R% x =
Au, A =0}, where u = (0, 1). This is, exactly the associ-
ated cone to system ¢ which we had defined to do the
proof of proposition 3.5., where we showed that L_was not
open, showing that o € bd(L)).

Case 2: M, # C. Since ¢ € L,, we have that u € bd
(M) " M and as M \C # D, we may define a system ¢’
such that M, = M \C. Obviously ¢’ is a weakly-inconsist-
ent system which is moreover equivalent to ¢ and noticing
proposition 3.6. we obtain again o € bd(L,).

Conversely, if 0 € bd(L,) then ¢ ¢ L since L_ is open
by proposition 4.3. and ¢ ¢L, since L, is also open by
proposition 3.2., then ¢ € L, U L,

If o € L,, by proposition 3.6 we have that o € bd(L,)
and if o € L, we have already seen that M, = C or we
may define an equivalent weakly-inconsistent system ¢’.
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In the first case, from proposition 3.5. we have that o e
bd(L,) and as the second case, from proposition 3.6. we
may also deduce that o’= o e bd(L). W

It is enough to apply the above theorem to obtain

Corollary 4.5. cl(L,) = L, v L,U L, cl(Ly) = L, v
LoulL, N

Corollary 4.6. L, and L, are nowhere dense, hence
are first category sets.

Proof: it is enough notice that cl(L,) = cl(L,) = L, U
L, and apply theorem 4.4. to deduce that

qs

cl(L,) =cl(L,)=2. M

REFERENCES

1. Anderson, E.J. & Nash, P. (1987) “Linear Programming in In-
finite-Dimensional Spaces”, John Wiley, New York.

2. Fan, K. (1968) On Infinite Systems of Linear Inequalities, J.
Math. Anal. Appl. 21, 475-478.

3. K. Glashoff, K. & Gustafson, S.A. (1983) “Linear Optimization
and Approximation”, Springer Verlag, Berlin.

4. Goberna, M.A. & Lépez M.A. (1988) A Theory of Linear Ine-
quality Systems, Linear Algebra Appl. 106, 77-115.

5. Goberna, M.A., Lépez, M.A., Mira, J.A. & Valls, J. (1995) On
the Existence of Solutions for Linear Inequality Systems, J.
Math. Anal. Appl. 192, 133-150.

6. Holmes, R.B. (1975) “Geometric Functional Analysis and its
Applications”, Springer Verlag, New York.

7. Kbothe, G. (1983) “Topological Vector Spaces 1“, Springer Ver-
lag, Berlin, Heidelberg, New York.



