
FuTzy random events and their corresponding 
conditional probability measures 

F. CRIADO* y T. GACHECHILADZE** 

Recibido: 3 de Mayo de 1.995 
Presentado por el Académico Numerario D. Sixto Ríos 

Abstract 

The procedure of ordinary set splitting naturally makes possible to introduce the concept 
of a fuzzy random event. It is easy to calculate the a priori and conditional (ordinary condition) 
probabilities of a fuzzy random event. In the case of a fuzzy condition such calculations are not 
trivial. The present paper introduces a descriptive definition of such a kind of probability 
measure. Some properties of probability measures of fiizzy events are studied. 
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1. The splitting of an indicator 

Let Í2 be the universal set. Consider a subset A ç H and its indicator 

/^ G {0,l}". Associate with it the pair i/~ , /~¿, j , where 

MA ' ^^W] (1) 
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Call such correspondence the splitting of indicator /^ . It is clear that 

/ - , / - „ 6[0.1]" and 

I,iœ)=I~{œ)+I.M (2) 

According to Zadeh [1] /T is the indicator of the fuzzy subset A . /~o 

is considered as the indicator of the so called dual subset A^ . The relation 
between the dual subset and Zadeh's complement is evident: 

IIÂ(Û)) = 1 - / ~ (CÛ)=I^C(CÛ) V / - ^ (œ), œeQ (3) 

because for a given splitting of /^ the splitting of I^c is independent from 

The splitting of the indicator of intersection I^^^ . Let for some 

f,ge [0,l]" we have: 

/ , ( û ) ) ^ ( / ( û ) ) / , ( û ) ) , ( i - / ( i u ) ) / , ( û ) ) ) 

and 

Isico)-^{gico)I,ico)^ {l-gi(o))l,(cü)), coea (4) 

If for the splitted indicator one demands to fulfil the same natural 
condition as for nonsplited ones: 

/^7^^(û))</~(û)), /¿(to) coea (5) 

then, as it is easy to see for the splitted intersection indicator when (4) holds, 
the following two expressions are obtained: 

ll-(co)Al-{œ) 
CO en (6) 

I~Aco)I-(œ)-

where A is the operation min and • the usual product. Representation 
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!AnB{(o)^{f{(o)g(œ)I^ (co)I, iœ),{ficû)giœ)I,(co)ls{co)f), (7) 

where 

{f{œ)g{co)lAco)Is{co))'' = f{œ){l-g{œ))l,ico)I,{œ) + 

+ {l-f{œ))g{œ)lMlB{co)+ (8) 

+{l-fiœ)){l-g(co))lM)Is(co), œeQ 

We call the sequential splitting of intersection indicator. In fact, consider 
¡j^^g and split /^ , we obtain: 

Hence, in a given case 

Now repeat the splitting of I^g by the function / - (co) = g {(o) I g {(o) : 

¡AnB (û>) - ^ (g (û>) ¡B (®) IA^B (Û>) . (l - g (í»)) B̂ (û>) ^A~B ) = 

= {g(0i)f(CO)l^^g{Cü)), (1 - ^ ( « ) ) / ( û ) ) / , , 4 « ) ) . 

Similary, 

Thus, splitting sequentially first /^ , and then I g we can write 
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ínsito) = {^A^B(.^\ ^^B»(®)) ' 

where 

IA^BÍ(») = 1-^(0))-l-{œ) = f(co)g((o)I^^,io)l (oeCl (9) 

and 

{l~(œ)I-,(œ)+I.,{co)I.(œ)+I~,(œ)I.,(œ))lMl,{œ) = 

lAo})lB(co)-I-,((o)I~^iœ) = {l-fiœ)8(œ))l,^,(cu), œeQ. (10) 

In contrast to (6) the representation 

^AnB\ 

(fiœ)I,^M,{l-f{œ))I,^sico)), f{co)< g{co) 
(H) 

is called the simultaneous splitting of intersection indicator. 

The splitting of indicator of a union I^^Q . We have: 

and 
/ .(û,)v I-{(O) + I~{CO)A I-iio)=I~ico)+I~(cü), (12") 

where v is the max operation. If we demand, as in the case of intersection, to 
fulfil the natural condition: 

¡,ZBÍ<»)^1~,Í0)), I~^{CO), CO en (13) 
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then we get two possibilities again: simultaneous and sequential splitting of 
union indicator. 

For simultaneous splitting: 

= [f{co)I^iœ)v g{co)I,ico),{f{a))I^ico)v g(co)I,{co)f), coeCl; 

and for sequential splitting: 

^^uB(û>)-^(/(û))/^(co)+g(û))/B(û))-/(i»)g(û))/^(û>)/a(û>), 

(/(û))/^(a))+g(û))/^(co)-/(û))g((y)/^(iu)/^(û>)f), û>€a. 

Thus, 
/4trB(û>)=/^~(û>)v /¿(û)), mea, (14) 

/AUB(û))=/^~(û))+/5(a))-/^^(û))/5(û>), œea, (15) 

2. The lattice of splitted elements of ordülnary indicators 
Boolean lattice 

Consider the Boolean lattice I = Í{0 ,1}" ,V,A With the natural ordering. 

The set of all splitted elements of this lattice with the natural ordering 

r = ([0,1]", V, A) is a lattice. 

Theorem 2.1. F is a Brouwer's lattice. 

The direct demonstration of this theorem (i.e., the demonstration that for 
any two elements / - and I^GT the set of all such /~ e F that 

/ - A /~ :< / - has the greatest elements Í/- : /~ j called the relative 

pseudocomplement of / - in / - ) can be done according to [2]. It is easy to 

see that: 
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(l :I )(œ) = \^ , , , , , / V , / ' \coea (16) 

where I^c =(^0 >/^) is a pseudocomplement of / - and, as a function of co , 

represents the indicator of the complement of the set A in Í2. Next two 
theorems are simply proved. 

Theorem 2.2. The following statements hold in the lattice T : 

(0 If I, < Is, then ( / , : / , ) ^ ( / , : / , ) , 

07) / , < ( / , : ( / , : / , ) ) , 

(iiO (l^:I~) = [l^:{l^:(l^:I~))], (17) 

OV) ( / o : ( / , v / , ) ) = ( / , : / , ) A ( / , : / g ) , 

(V) ( / o : ( / , A / , ) ) = ( / , : / , ) v ( / , : / , ) . 

Theorem 2.3. The following statements hold in the lattice T : 

OV) ( / , : ( / 5 V / , ) ) = (/ , : / - ) A ( / , : / , ) . 

3. The splitting of a set 

The splitting of a set, which corresponds to the indicator splitting, as we 
actually have seen, is represented as: 

(18) 

( / . =I~,+I~,n)^{A = Á®Á''). (19) 

file:///coea
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(20) 

Here ® is the operation of set synthesis. 
On the basis of (19) we can obtain a more general expression A®B 

which, obviously, will make sense under the condition that 
BQ 1Â, or ÀQIB. We can obtain also the existence conditions for 

expressions A®B®C,etc. 

Considering that such condition holds for expressions above, we can 
easily prove that 

(0 A®B = B®Â, 

(H) Â ® ( 5 © c ) = (Â®fî)® C , 

(m) (Â© Â°)n (5® 5°)=(AKfi)®(Arr5)° = 

=(An5)®[(Anfi'')u(i''nB)], 

(iv) (Â®À^)u(fi©fî ) = (/ÎlJ5)®(AljB)" = 

=(Âu5)®[(Â''nfi°)u(A^nfi")u(Â^nB^)], 

(v) Â©(fînc)=(Â©5)n(Â©c), 

(vi) Â®(fiuc)=(Â©B)u(Â®c). 

For example, to prove the last two formulas 

(V) Á®(BÇ^ C) ±^ I, +(/¿ A/ , ) = (/, + / , ) A ( / , + / , ) ^ 

Í5 (Â®fî)n(À®c). 

(vO Â®(fiU C) ^ / , + ( / , v / - ) = ( / , + / , ) v ( / , + / - ) ^ 

±ï (Â® B)u(Â©fi). 

We asume that in these formulas the following relations hold. 

(IAZB =I-,VI-)^{Á[JB = ÁUB). 
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which, because of (6), (14) and (19), are evident. 

In the lattice of splitted sets almost all rules of Boolean lattice hold: 1) 
reflexivity, 2) antisymmetry, 3) transitivity, 4) idempotency, 5) commutativity, 
6) associativity, 7) distributivity, 8) the annihilation law, 9) the involution law 
for fuzzy complement, 10) the indentity laws, 11) the order inversion laws, 12) 
De Morgan's laws. 

In conection with the introduced notion of dual subsets we can prove the 
following laws: 13) involution law for the dual subset: 

[A")''=A. (22) 

14) Duality laws for union and intersection of splitted subsets: 

[Ànsf =[AnB'')u[À''[^B] (23) 

For example, to prove law 14). For the demonstration of the first law we 
can write: 

\A\JB) = {A\JBf \}[ÂUB)'' ={A\JB)'' U(A''Ç\B'') = 

On the other hand, according to (12) 

Comparing these expressions we obtain the required proof. Now to prove 
the second 14). We have: 
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(l(Ân5))n(AnB)= (lAu1fî)n(AnB)= 

=(A^n(Anfi))u(A^n(Anfî))u(s^n(An5))u(B''n(An5))= 

=(An5'')u(A^nB). 

In section 2 we considered some examples of the indicator splitting. They 
also are examples of splitting. They also are examples of splitting of the 
corresponding sets. Consider other examples. 

Splitting of the set difference A\ B. Let Q be the universal set, A, B ç Í2. 

The equality A\ B = Ar\B^ holds. If we split the subsets A and B, then the 

splitting of this equality, according to (6), will be: 

A\B = AnB^ =ÂnB^ =Án(0:B). (24) 

For the splitting of the symmetric difference A AS , we have: 

AAfi = ( A \ S ) U ( S \ A ) , 

AAB = (ATB)U(sTA) = (AnB^)u(BnA^) . (25) 

On the other hand 

AAB = (AUB)\{AnB). 

Thus for the splitted symmetric difference we also have the formula: 

(AAB) = (Alj'B)n(AnBf =(AUB)n(A^nS ' ' ) . (26) 

According to (25): 

(ÂnB' ' )u(f inA^) = (AUS)n{A^US^). (27) 

Actually, taking into account law 7), we have: 
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=((/i''ní)u(^n5''))u((BnA^)u(Bnfi''))= 

=(Ânfi'')u(fînA^). 

(25) and (26) can be rewritten as: 

AAfi = (Ân(0:B))u(fin(0:Â)) = 

= (ÂUB)n((0:Â)u(0:fi)). (28) 

Let Q be the universal set and Q 3 A, 2 Aj 3 ... By the equality: 

(A, \A,)U(A, \A3)U... = A, \flA^.; (29) 

the splitting of A,, A2,... according to above example lead to the equality: 

(Â,nA^)u(Â,nA^)u...=Â,n H A J = 

A,n 
' J KM \ j 

(30) 

Under the condition that V/~ is a narrowing of /- on corresponding 
Aj Ai 

Ay ,i.e., Â . =Ai OAj . 

Let again O be the universal set but now A, c A2 ç . . . c i 2 . As it is 
well known 

Q A . = A , U ( A 2 \ A , ) U ( A 3 \ A 2 ) U . . . 

The splitting of Aj, A2,... leads to formula: 

(31) 



Q A .̂ = Q A .̂ =À, U ( A 3 nA^)u(A3 n A ^ ) U .., 

= A ,u (A2n(0 :A , ) ]u (A3n(0 :A2) )u . . . 

On condition that A^ 3 A^+j H Ay . 

Splitting of the element of the universal set (fuzzy point). 

where 

0) —>\S) , û ) ^ i , CO = ® « ® í»„ 
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(32) 

(33) 

5 ^ ^ /f~ i(û>) = ^ 

a, û) = û)o 

íüQ ̂ í2> a G [0,1] 

O, (Û^CÛQ 
(34) 

Theorem 3.1. Let O è^ í/ze universal set, œ^eQ and œ^ is a corresponding 
splitted point, then the splitting of the universal set determined by the splitting 
of the CO ̂  point will be the relative pseudocomplement of 5) J^ in œ^ : 

Proof 

ñ = (¿>,,5)/). 

^¿^=^{^4^W = 'i{^or^^^^''=(^-^^'')-

(35) 

4. The probability measure splitting 

Let (p,,(B,p{ ))be a given probability space. The probability of the 

event A G íB is calculated from the formula: 

p{A) = ¡lMPÍd(o) (36) 
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form: 
According to splitting procedure of the set A, rewrite this formula in the 

p (À e A^ ) = J / - (û)) /7 (dœ) + J / - , icû)p (dcû), (37) 

where / - is a íB-measurable membership function (the corresponding subset 

A is a fiizzy random event). Define P ( A ) and /7(Â^) as follows 

p[A) = jl~icû)p(dco) and P[A") = ¡ I-,{co)p{dcoy, (38) 
Q 

the probability of fuzzy event A and the probability of dual fuzzy event A^ , 
correspondingly. Call the representation 

PÍA)=P(A®A'')=P{A)+P(A'') (39) 

the procedure of probability measure splitting. 

The main property of additivity 

Í - ^ 
[JAj\ = J^p(Aj), A , n A , = 0 , i^k 

can be splitted in the following way: the left hand side is 

Because A^ are not intersected, then 
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f/. {(o)p(d(o) = y { I- (œ)p{dœ) + 

;=i 
M Q 

^ I ¡h," Hp{d<o) = ¿p(A,)-f ¿ p(Âf). (40') 
y=i a 

And the right hand side 

tp(^j)=tp(^j^~^j)=ip(^jhtp(^j) (40") 

Finally, the property of additivity for the splitted events is written in the form: 

f oo 1 / oo 1 oo 

(41) 

Thus, the denumerable additivity property holds for fiizzy subsets also. 
Similarly, 

fr ''^ ( ^ \ 

=p (42) 

Actually, if Â n f i = 0 , then A" n B ^ = 0 also, B ° e A < ^ , i ^ ç B*^. 
From these relations it follows that for nonintersecting subsets the law (23) can 
be represented as: 

{AKJE^ =À^ KJB'^. (23') 

In general, for any finite n 

(Â,u...uÂ„)''=À°u...uÀ„^ (43) 
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From Î2 = À ® 1 A , where AcO is an arbitrary subset, it immediatelly 
follows: 

P ( Q ) = /7(A) + P (1A) 

P(]A)=I-P(A). 

Further, because Í0: A J = A^ , it is evident that: 

p[{0:A)) = l-piA) 

(44) 

(45) 

From properties of Lebesgue-Stietjes integral the properties of the 
splitted probability measures follow: 

1.- monotony: A c 5 => /? (A) < p (B) , 

2.- continuity with respect to monotonie sequences: 

Â„tA=*p(Â„)->p(Â), 

3.- strong additivity: 

p[X UB)=P[À)+P{B) - p(Á n B) , 

(46) 

4.- a -semiadditivity: 

I OO \ OO 

3 follows from the equality 

(/- v/-)(a)) + (/-A/g)(a>) = /-(û)) + /-(a)), coeQ. 

(47) 

(48) 
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and 4 from the inequality 

j=l ^i 
(49) 

5. Conditional probability (nonsplitted conditions) 

The condition expressed by words "for a given event 5" means that the 
initial probability space (Q,íB,/7())is replaced by the probability space 

(fí, !B, p^ ()). As it is known, the conditional probability of some event A is the 
conditional mathematical expectation of indicator /^ : 

EM>PB{^>-^\h{<^)p{do>) = -^\{l, Al,)iœ)pidœ). (50) 

In [3] this quantity is interpreted as the value of function 

(51) 

More generally, if 'B is the denumerable partition of Q and J^ is the 
minimal a -field induced by this partition, then the Si -measurable function 

f 

J KPW i 
Ig (©), coeQ. A e S (52) 

is a value of the conditional probability for a given a -field JÍ. The procedure 
of splitting of the indicator /^ leads to the notion of the conditional probability 

of fuzzy event A for a given (nonsplitted) <T-field Jï: 

J {P\°JIBJ 
^B,(i»). (53) 

and 
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'E 
J 

= P^(A)-P^{A) 

\ -7—X¡IÁ»>)p(d(o) 
[PWÍ 

/B , (Û>) = 

(54) 

The rule of splitting: 

P^(A) = P ^ ( Â © A " ) = P^(A) + P ^ ( A « ) (55) 

Formula (53) defines the conditional expectation for any nonnuU crisp 
event B e Jl. Actually, B may be represented as a union over subclass of 

J 

and, according to (50), we may write: 

piB)E,(l-)= j I~(œ)p(do>) = J^' ¡ I-{<D)p(dœ) = 
[JBj J B¡ 

=E'PKK(^-)- (56) 

We see that if p^ is known, then Egil- j can be evaluated. 

Let pji heanarrowing of/*on A, which is determined by the formula: 

p^iB) = p{B), B G J Ï . 

Then, the right hand side of (50) can be represented as: 
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= J /B(®)S' (^B, ( / ; Í ) )^(«) / ' (¿®) = J E''(l^)dpj, . (57) 
a i B 

The left hand side is equal to J I~{(û)p{d(û). We obtained the 

descriptive definition [3]. The conditional expectation E^\I^\ for a given Si 

(conditional probability of Á for a given j l ) is the J l -measurable function 
whose indefinite integral with respect to p^ is a narrowing on Jï of the 
definite integral of / - with respect to p: 

J E^{l^)dp^ = j / A H ^ ( H (58) 
B B 

It is easy to see that 

2,-Jf R = % or / - is a J l -measurable, then E^ f/- ) = / - a.s. 

A \ A / A 

Note that (58), makes sense also for non-denumerable partitions [3]. 

6. Conditional probability (splitted condition) 
The constructive definition of £'fl(/^) is such that the direct application 

of the splitting procedure for obtaining of conditional probability in the case of 
fuzzy condition is impossible. However, as it will be seen bellow, one can 
obtain a formula similar to (50) in the case of fuzzy condition (splitted 
condition). For this purpose when splitting the corresponding measure, we must 
retain some features of this formula. Let proceed from the notion of the 
mathematical expectation of a random event indicator for a given function [3]. 
If for such function take a function corresponding to the fuzzy condition 
(membership function of fuzzy condition) and then perform the convenient 
splitting, we can obtain a reasonable measure which has almost all basic 
properties of ordinary conditional probability. 

Let / ~ induce the denumerable partition of 

a\\jAj=a,AjnA,=0,i^j . In this case 
y 



96 

p''{lKhl,PA, (A)I^^(œ) + p^ciA)I^c(o>), coeíl (59) 
J 

Thus, for a function of conditional probability in the case of fuzzy 
condition we can take the expression: 

/''(^A) = S«;P.,(A)/.,(a>), (60) 

where the numbers 

aj=-ij^jl-(œ)I^^(a>)pidœ), (61) 
P[^j I a 

A similar expression is obtained for p (/A ) • It is clear that 

¡p^^{lj,)p{dœ) = p(ÂnA) and ¡p^^\lj,)p(dco) = p(Á^HA) (62) 
A A 

Now consider any measurable indicator /- . If, for any natural n, we 

define the function 

n=0 [2 ^ 2 J 

then the sequence U^~^ {CÛ)\ t and in Vco € O -> /- (to). We have 

/ ' ' " ( ' A ) = Î Pr. , , ^ *.n ( A ) ^ / r . , , , * . n H (64) 
*=0 [2" ^̂  ' 2" J 12" '̂ ^ ' 2" J 

and 

Jp -̂'"'(/,)p(¿«,) = ¿Ap[{A</ - (a , )<^}nA] (65) 

It is clear that 

ii-í^Kí^-'^-^"^^^}^'']^^'^^'') '̂'̂  
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These definitions make sense because of the generalized Radon-
Nikodym's theorem [3] . Comparing formulas above we conclude that p^ can 
be considered as the conditional probability function in the case of the 
measurable fuzzy condition. All considered formulas were related with 
measures of crisp events in the case of fuzzy condition. If, in right hand side of 
basic formula (65), we perform the splitting of indicator /^ , then we obtain the 

definition of p^ i/~ j : 

\p "{lj)dp^, = J/~(a))/~(a))p(Ja)) = p(AÏÏA) (67) 

where A U A = A 0 A (see (9)). 

The version of conditional probability in the case of fuzzy condition 
almost surely has all properties of ordinary probabilities except the condition 

/7^ (/Q ) = 1, which must be replaced by 

We have 

/ ( / 0 ) = O a.s., P ^ ( / A ) > 0 a.s., A ^ 0 (69) 

p^(A,UA2)=p^(A, )+P^(A2) a.s. A , n A 2 = 0 

Formulas (68) and (69) are evident. For example in the case (68) we have 
(taking into account that p,_ •« p and p, -«p) : 

dPh î« / X ^Pl. 
P'i^^)^^P'i^^) dp '^ ^^^ dp 

dp = j I^ ((o) [l~ (co) + /-„ (©)] dp = 

= ¡lM)ÍA{o>)dp = ¡p'{U) dPh 
dp 

1/ \dPii V'/ x^ ' ïo . , .dp J 
/ ( / A ) ^ + / ( / A ) ^ = / ( / A ) ^ a.s. (70) 

file:///dPii
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From this for A = 0 follows (68), because P^(IQ)=1. Adduce some 

formulas connected with conditional probability functions in the case of fuzzy 
conditions. 

¡p'{lj,)dp,^ =¡p~\l^)dp,_^ + J P~'''{l^)dp,^, (71) 
A A A 

J f^{K)dp,^. =p{A)-¡p~\l^)dp,. (72) 
a A 

J p''HíA)dp^, =¡ p':{i.)dp, + j p''{i.)dp,^, ' (73) 
" A ^ A'' 

¡p^'\l,),dp, =p{A) (74) 

j p^''\l,)dp =jp'{l,)dp,^ + J /'(/Jáp,^, (75) 
A 

All these formulas are simple results of above definitions. 
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