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ABSTRACT

In this paper we investigate the solvability of the nonlinear Neumann problem (1)
involving a critical Sobolev nonlinearity and two competing Hardy potentials in
a bounded domain. We examine the common effect of the shape of the graph of
the weight function, the mean curvature of the boundary and Hardy potentials
on the existence of solutions of problem (1). We are mainly interested in the
existence of positive solutions. We also obtain the existence of sign-changing
solutions.
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Introduction

In this paper we investigate the existence of solutions of the problem{
−∆u+ λ u

|x−a|2 − γ u
|x|2 = Q(x)|u|2∗−2u in Ω,

∂u
∂ν = 0 on ∂Ω, u > 0 on Ω,

(1)

where Ω ⊂ RN is a bounded domain with a smooth boundary, λ > 0 and γ > 0
are parameters, N ≥ 3, 2∗ = 2N

N−2 is a critical Sobolev exponent and Q is a positive
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continuous function on Ω̄. ν denotes an outward normal vector to ∂Ω. We assume
that 0 and a belong to ∂Ω and a 6= 0.

A function u ∈ H1(Ω) is said to be a solution of (1) if u satisfies∫
Ω

(
∇u∇v + λ

uv

|x− a|2
− γ

uv

|x|2

)
dx =

∫
Ω

Q(x)|u|2
∗−2uv dx (2)

for every v ∈ H1(Ω). Solutions to (1) are obtained as critical points of the variational
functional

Jλ,γ(u) =
1
2

∫
Ω

(
|∇u|2 +

λu2

|x− a|2
− γu2

|x|2

)
dx− 1

2∗

∫
Ω

Q(x)|u|2
∗
dx.

Since the terms
∫
Ω

u2

|x−a|2 dx and
∫
Ω

u2

|x|2 dx satisfy an Hardy type inequality (see sec-
tion 1) it is easy to see that Jλ,γ is a C1-functional on H1(Ω). We are primarily
interested in the existence of positive solutions. We also establish in one case the
existence of a sign - changing solution. If λ = 0 and γ > 0 then problem (1) does not
have a positive solution. Indeed, if u > 0 is a solution of (1), then testing (2) with
v = 1 we obtain

−
∫

Ω

γu

|x|2
dx =

∫
Ω

Q(x)|u|2
∗−2u dx,

which is impossible. On the other hand we will show that if γ = 0 and λ > 0, then
problem (1) has a positive solution which in fact is a least energy solution. This will
be proved under some assumptions on the graph of the coefficient Q. In this paper we
discuss the existence of solutions in the presence of two competing Hardy potentials.
The Dirichlet problem involving the Hardy potentials in recent years has attracted a
considerable interest [6, 7, 12, 17, 18, 25, 30]. In these papers the existence of positive
and possibly multiple solutions have been established. A large part of these results
have been extended to a nonlinear critical problem involving the p-Laplacian [20,23].
However much less is known for the Neumann problem involving the Hardy potential.
Some existence results can be found in the papers [10,19,23]. The paper [10] considers
the case where the singularity of the Hardy potential is in the interior of Ω. In papers
[19, 23] the singular points of the Hardy potential belong to ∂Ω. As in the case of
the Dirichlet problem, the Neumann problem (1) is more interesting when 0, a belong
to ∂Ω [16]. The paper [23] deals mainly with the critical problem with the mixed
boundary conditions. The authors of [19] prove the existence of positive solutions for
the nonlinear Neumann problem with the Hardy-Sobolev potential.

Let φ : X → R be a C1 functional on a Banach space X. We recall that a sequence
{xn} ⊂ X is a Palais-Smale sequence for φ at level c (a (PS)c sequence for short) if
φ(xn) → c and φ′(xn) → 0 in X∗. Finally, we say that the functional φ satisfies the
Palais-Smale condition at level c ((PS)c condition for short) if each (PS)c sequence is
relatively compact in X.

Throughout this paper we denote a strong convergence by “→” and a weak con-
vergence by “⇀”. The norms in the Lebesgue spaces Lp(RN ) are denoted by ‖·‖p.
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The paper is organized as follows. In section 1 we find the energy level for the func-
tional Jλ,γ below which the Palais-Smale condition holds. Our approach is based on
the P. L. Lions concentration-compactness principle [26]. Lemma 1.1, which extends
the Hardy inequality to functions in H1(Ω), is crucial in our approach. It allows us
to show that the quadratic part of the functional Jλ,γ is positive definite, despite the
fact that the coefficient

(
λ

|x−a|2 −
γ
|x|2
)

is neither bounded above nor below. Section 2
contains the main results on the existence of positive solutions. These solutions are
obtained by the mountain-pass principle. Section 3 is devoted to the regularity of
solutions of problem (1). We point out here that solutions have only a singularity
at 0. The presence of the Hardy potential with a parameter λ > 0 does not create
a singularity at a. In section 4 we establish the existence of sign-changing solutions
of (1). The main results of this paper are Theorems 2.1, 2.2, 2.3 giving the existence
of positive solutions of problem (1) and Theorem 4.4 establishing the existence of a
sign-changing solution of problem (1). Unlike in the case of positive solutions, we have
only established the existence of sign-changing solutions in the case (I) (see section 3).
The difficulty arises in estimating a min-max level in Lemma 4.3, which seems to be
possible only in this case.

1. Preliminaries

It is well known that if 0 ∈ Ω then for every u ∈ H1
◦ (Ω) the following Hardy inequality

holds ∫
Ω

u2

|x|2
dx ≤ 1

µ̄

∫
Ω

|∇u|2 dx, (3)

where µ̄ = (N−2)2

4 is an optimal constant. In this paper we need an extension of (3)
to functions in H1(Ω) assuming that 0 ∈ ∂Ω. For the case 0 ∈ Ω we refer to the
paper [10].

Lemma 1.1. Let 0 ∈ ∂Ω. Then for every ε > 0 there exists a constant C(ε) > 0
such that ∫

Ω

u2

|x|2
dx ≤

( 1
µ̄

+ ε
)∫

Ω

|∇u|2 dx+ C(ε)
∫

Ω

u2 dx (4)

for every u ∈ H1(Ω).

Proof. We partly follow the argument from [31, Lemma 2.1]. Through translations
and rotations of the coordinate system we may assume that the inner normal to ∂Ω
at 0 is pointing in the direction of the positive xN -axis. Then there exists a smooth
function ψ(x′), x′ = (x1, . . . , xN−1), defined for |x′| small with ψ and∇ψ, vanishing at
0′ such that A = Ω∩B(0, δ◦) = {(x′, xN ) ∈ B(0, δ◦), xN > ψ(x′)} and ∂Ω∩B(0, δ◦) =
{(x′, xN ) ∈ B(0, δ◦), xN = ψ(x′)}. First we consider the case ψ ≡ 0. For every
u ∈ H1(B(0, δ◦)) with suppu ⊂ B(0, δ◦) we have∫

A

|∇u|2 dx ≥ µ̄

∫
A

u2

|x|2
dx.
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Since the values of u for xN < 0 are irrelevant, we may assume that u is an even
function in xN . Thus∫

A

|∇u|2 dx =
1
2

∫
B(0,δ◦)

|∇u|2 dx ≥ µ̄

2

∫
B(0,δ◦)

u2

|x|2
dx = µ̄

∫
A

u2

|x|2
dx.

If ψ 6≡ 0, we use the transformation (see [27]) which straightens the boundary ∂Ω
around 0: for |y| sufficiently small we define a mapping x = Φ(y) =

(
Φ1(y), . . . ,ΦN (y)

)
by

Φj(y) =

{
yj − yN

∂ψ
∂xj

for j = 1, . . . , N − 1,

yN + ψ(y′) for j = N.

Since ∇ψ(0) = 0, the differential mapping DΦ of Φ satisfies that DΦ(0) is the identity
mapping. Hence Φ has an inverse mapping y = Φ−1(x) for |x| ≤ δ, δ ≤ δ◦. We use
notation Ψ(x) = Φ−1(x). It follows from [27, Lemma A.1] that

detDΦ(y) = 1− αyN +O(|y|2), (5)

where α = ∆ψ(0) and moreover we have from formulae [27, (A.6)]

∂Ψi

∂xj

(
Φ(y)

)
= δij +

∂2ψ(y′)
∂xi∂xj

yN +O
(
|y|2
)
, i, j = 1, . . . , N − 1,

∂Ψi

∂xN

(
Φ(y)

)
=
∂ψ(y′)
∂xi

+O
(
|y|2
)
, i = 1, . . . , N − 1,

∂ΨN

∂xj

(
Φ(y)

)
= −∂ψ(y′)

∂xj
+O

(
|y|2
)
, j = 1, . . . , N − 1,

∂ΨN

∂xN

(
Φ(y)

)
= 1 +O

(
|y|2
)
.

Using the mean value theorem we deduce from this that

|y|2 = |Ψ(x)|2 ≤ |x|2
(
1 + ε1(δ)

)
,

where ε1(δ) → 0 as δ → 0. By the first part of the proof the function v(y) = u(Φ(y)),
x ∈ A, satisfies the inequality∫

A

v(y)2

|y|2
dy ≤ 1

µ̄

∫
A

|∇v(y)|2 dy.

To change variables y = Ψ(x) in the above integrals we first observe that

|DΨ(x)|2 ≤ 1 + ε2(δ),

where ε2(δ) → 0 as δ → 0. Thus∫
Ω∩B(0,δ)

u(x)2

|x|2
dx ≤ 1

µ̄
(1 + ε1(δ))(1 + ε2(δ))M(δ)

∫
Ω∩B(0,δ)

|∇u(x)|2 dx,
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where

M(δ) =
maxΩ∩B(0,δ)|detDΨ(x)|
minΩ∩B(0,δ)|detDΨ(x)|

.

By (5) we see that M(δ) ≤ 1 + ε3(δ), with ε3(δ) → 0 as δ → 0. Given ε > 0 we can
choose δ = δ(ε) > 0 such that

1
µ̄

(1 + ε1(δ))(1 + ε2(δ))(1 + ε3(δ)) ≤
1
µ̄

+ ε.

Finally, let φ be a C1
◦(B(0, δ)) function such that φ(x) = 1 for x near 0 and

0 ≤ φ(x) ≤ 1 on B(0, δ). Then∫
Ω

u2

|x|2
dx =

∫
Ω

(uφ)2

|x|2
dx+

∫
Ω

(1− φ2)u2

|x|2
dx

≤
( 1
µ̄

+
ε

2

)∫
Ω

|∇(uφ)|2 dx+
∫

Ω

(1− φ2)
|x|2

u2 dx. (6)

Estimate (4) follows from (6) and the Young inequality.

Remark 1.2. Estimate (6) implies the following refinement of (4): for every ε > 0
there exist constants ρ(ε) > 0 and C(ε) > 0 such that∫

Ω

u2

|x|2
dx ≤

( 1
µ̄

+ ε
)∫

Ω∩B(0,ρ(ε))

|∇u|2 dx+ C(ε)
∫

Ω

u2 dx

for every u ∈ H1(Ω).

Lemma 1.3. Let {um} ⊂ H1(Ω) be a (PS)c sequence for the functional Jλ,γ .
If γ < µ̄, then {um} is bounded in H1(Ω).

Proof. We have

Jλ,γ(um)− 1
2
〈J ′λ,γ(um), um〉 =

1
N

∫
Ω

Q(x)|um|2
∗
dx.

Hence ∫
Ω

|um|2
∗
dx ≤ 1

Q∗

∫
Ω

Q(x)|um|2
∗
dx ≤ Nc

Q∗
+ 1 + o(‖um‖H1)

for m ≥ m◦, where Q∗ = minx∈Ω̄Q(x). From this, using the Young inequality we
deduce that ∫

Ω

u2
m dx ≤

2
2∗

∫
Ω

|um|2
∗
dx+

2∗ − 2
2∗

|Ω| ≤ C1 + o(‖um‖H1) (7)

for some constant C1 > 0 independent of m. Since Jλ,γ(um) → c we see that∫
Ω

(
|∇um|2 − γ

u2
m

|x|2
)
dx ≤

∫
Ω

(
|∇um|2 +

λu2
m

|x− a|2
− γu2

m

|x|2
)
dx ≤ C2 + o(‖um‖H1),
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where C2 > 0 is a constant independent of m. We now choose ε > 0 so that
(

1
µ̄ + ε

)
γ

< 1. By Lemma 1.1 there exists a constant C(ε) > 0 such that(
1−

( 1
µ̄

+ ε
)
γ
)∫

Ω

|∇um|2 dx ≤ C2 + C(ε)
∫

Ω

u2
m dx+ o

(
‖um‖H1

)
.

This combined together with (7) shows that {um} is bounded in H1(Ω).

To proceed further, we put Qm = maxx∈∂ΩQ(x) and QM = maxx∈Ω̄Q(x). To
find the level c below which the (PS) condition holds, we use the following constant

S−γ = inf
u∈D1,2(RN )−{0}

∫
RN

(
|∇u|2 − γu2

|x|2
)
dx(∫

RN |u|2∗ dx
) 2

2∗

for 0 < γ < µ̄, where D1,2(RN ) is a Sobolev space defined as the closure of C∞◦ (RN )
with respect to the norm ‖u‖2D1,2 =

∫
RN |∇u|2 dx. It is known [30] that S−γ is attained

by the function (see also [9, 24])

Uγ =

(
4N(µ̄− γ)(N − 2)

)N−2
4(

|x|
γ′√

µ̄ + |x|
γ̄√
µ̄

)√µ̄ ,

where γ̄ =
√
µ̄+

√
µ̄− γ and γ′ =

√
µ̄−

√
µ̄− γ. For ε > 0 we put

Vγ,ε(x) =

(
4N(µ̄− γ)(N − 2)

)N−2
4 ε

N−2
2(

ε2|x|
γ′√

µ̄ + |x|
γ̄√
µ̄

)√µ̄ .

The function Vγ,ε is a solution of the problem{
−∆u− γ u

|x|2 = |u|2∗−2u in RN − {0},
u(x) → 0 as |x| → ∞.

(8)

We also define Sλ, with λ > 0, by

Sλ = inf
u∈D1,2(RN )−{0}

∫
RN

(
|∇u|2 + λ u2

|x|2
)
dx(∫

RN |u|2∗ dx
) 2

2∗
.

It is obvious that Sλ ≥ S, where S is a usual Sobolev constant defined by

S = inf
u∈D1,2(RN )−{0}

∫
RN |∇u|2 dx(∫

RN |u|2∗ dx
) 2

2∗
.
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In paper [30] it was shown that

S−γ = S
(
1− 4γ

(N − 2)2
)N−1

N

.

Proposition 1.4. Suppose that γ < µ̄. If {um} is a (PS)c sequence for Jλ,γ with

c <
1
N

min
(

S
N
2
−γ

2Q(0)
N−2

2

,
S

N
2

2Q
N−2

2
m

,
S

N
2

Q
N−2

2
M

)
,

then {um} is relatively compact in H1(Ω).

Proof. Since {um} is bounded in H1(Ω) we can assume that

um ⇀ u in H1(Ω), um ⇀ u in L2∗(Ω),

um ⇀ u in L2
(
Ω,

dx

|x− a|2
)
, and um ⇀ u in L2

(
Ω,

dx

|x|2
)
.

By the concentration-compactness principle [26] there exist at most countable set J ,
a set of distinct points {xj}, j ∈ J ⊂ Ω̄− ({a}, {0}) and numbers µj , νj , j ∈ J , µa,
µ0, νa, ν0, γa, λ0 such that

|∇um|2 dx ⇀ dµ ≥ |∇u|2 dx+
∑
j∈J

µjδxj
+ µaδa + µ0δ0,

|um|2
∗
dx ⇀ dν = |u|2

∗
dx+

∑
j∈J

νjδxj
+ νaδa + ν0δ0,

and
u2
m

|x− a|2
dx ⇀ d γ̃ =

u2

|x− a|2
dx+ γaδa,

u2
m

|x|2
dx ⇀ d λ̃ =

u2

|x|2
dx+ λ0δ0.

From the Sobolev inequality we have

Sν
2
2∗
j ≤ µj if xj ∈ Ω, (9)

S

2
2
N

ν
2
2∗
j ≤ µj if xj ∈ ∂Ω, (10)

Sλ

2
2
N

ν
2
2∗
a ≤ µa + λγa, (11)

S−γ

2
2
N

ν
2
2∗
0 ≤ µ0 − γλ0. (12)
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As in [6] we show that J is a finite set and

µj ≤ Q(xj)νj , j ∈ J . (13)

If νj > 0 and xj ∈ Ω, then by (9) and (13) we obtain

S
N
2

Q(xj)
N
2
≤ νj . (14)

If νj > 0 and xj ∈ ∂Ω, then (10) and (13) yield

S
N
2

2Q(xj)
N
2
≤ νj . (15)

On the other hand we have

µa ≤ Q(a)νa − λγa and µ0 ≤ Q(0)ν0 + γλ0. (16)

Hence, if νa > 0 then using (11) we derive

S
N
2
λ

2Q(a)
N
2
≤ νa. (17)

Finally, if ν0 > 0, then (12) yields

S
N
2
−γ

2Q(0)
N
2
≤ ν0. (18)

We now observe that

c = Jλ,γ(um)− 1
2
〈J ′λ,γ(um), um〉+ o(1) =

1
N

∫
Ω

Q(x)|um|2
∗
dx+ o(1)

=
1
N

(∫
Ω

Q(x)|u|2
∗
dx+

∑
j∈J

Q(xj)νj +Q(0)ν0 +Q(a)νa

)
.

If there exists j ∈ J such that νj > 0 (with xj ∈ Ω or xj ∈ ∂Ω) or νa > 0 or ν0 > 0,
then by (14), (15), (17), and (18) we get

c ≥ 1
N

min

(
S

N
2
λ

2Q(a)
N−2

2

,
S

N
2
−γ

2Q(0)
N−2

2

,
S

N
2

2Q
N−2

2
m

,
S

N
2

Q
N−2

2
M

)
.

Since Sλ ≥ S and Q(a) ≤ Qm we deduce from the above inequality that

c ≥ 1
N

min

(
S

N
2
−γ

2Q(0)
N−2

2

,
S

N
2

2Q
N−2

2
m

,
S

N
2

Q
N−2

2
M

)
.
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This is impossible. Therefore νj = 0, j ∈ J , νa = ν0 = 0. Then (13) yields µj = 0,
j ∈ J . By the first inequality in (16) we get γa = 0. The second inequality in (16)
combined with Lemma 1.1 and the assumption γ < µ̄ yields λ0 = 0. This shows that
{um} is relatively compact in H1(Ω).

We now establish the mountain-pass geometry for the functional Jλ,γ .

Proposition 1.5. For every λ > 0 there exists γ◦ = γ◦(λ) > 0 such that for γ ≤ γ◦
there exist constants β > 0 and ρ > 0 such that

Jλ,γ(u) ≥ β for ‖u‖H1(Ω) = ρ.

Proof. Let d = diam Ω. We then have

Jλ,γ(u) ≥
1
2

∫
Ω

(
|∇u|2 +

λ

d2
u2
)
dx− γ

2

∫
Ω

u2

|x|2
dx− 1

2∗

∫
Ω

Q(x)|u|2
∗
dx.

First we make the restriction γ
µ̄ < 1. We choose ε > 0 so that γ

(
1
µ̄ + ε

)
< 1. By

Lemma 1.1 and the Sobolev inequality there exist constants C(ε) > 0 and C1 =
C(|Ω|, QM , N) > 0 such that

Jλ,γ(u) ≥
1
2

∫
Ω

(
|∇u|2 +

λu2

d2

)
dx− γ

2
( 1
µ̄

+ ε
) ∫

Ω

|∇u|2 dx− C(ε)γ
2

∫
Ω

u2 dx

− C1

(∫
Ω

(
|∇u|2 + u2

)
dx

) 2∗
2

.

We now choose γ◦, smaller if necessary, to ensure that C(ε)γ < λ
d2 for γ ≤ γ◦. Hence

Jλ,γ(u) ≥ c1

∫
Ω

(
|∇u|2 + u2

)
dx− C1

(∫
Ω

(
|∇u|2 + u2

)
dx

) 2∗
2

,

where c1 = min
(

1
2 −

γ
2 ( 1

µ̄ + ε), λ
2d2 −

C(ε)γ
2

)
. Let ρ2 = ‖u‖2H1(Ω). Taking ρ > 0 small

enough, the result follows.

2. Existence of positive solutions

We will obtain solutions of problem (1) using the mountain-pass principle. We put

c̃ = inf
g∈Γ

max
t∈[0,1]

Jλ,γ(g(t)),

where Γ = {g ∈ C([0, 1],H1(Ω)); g(0) = 0, g(1) = v}, with v ∈ H1(Ω) chosen so that
‖v‖H1(Ω) > ρ and Jλ,γ(v) < 0. As v we can take a constant function v = t with t > 0
sufficiently large. We set

c∗ =
1
N

min
(

S
N
2
−γ

2Q(0)
N−2

2

,
S

N
2

2Q
N−2

2
m

,
S

N
2

Q
N−2

2
M

)
.
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We commence with the case

I. c∗ = S
N
2

2NQ
N−2

2
m

.

To verify that c̃ < c∗ we use the instanton U(x) = dN

(1+|x|2)
N−2

2
, where dN > 0 is a

constant. For a suitable choice of dN , the function U satisfies the equation

−∆u = |u|2
∗−2u in RN .

Moreover we have
∫

RN U2∗ dx =
∫

RN |∇U |2 dx = S
N
2 . We set

Uε,y(x) =
dN ε

N−2
2(

ε2 + |x− y|2
)N−2

2

, y ∈ RN , ε > 0.

We now check that for y 6= 0

∫
Ω

1
|x|2

Uε,y(x)2 dx =


O
(
ε2
)

if N ≥ 5,
O
(
ε2 log 1

ε

)
if N = 4,

O
(
ε
)

if N = 3.
(19)

Let ρ > 0. We split the integration∫
Ω

1
|x|2

Uε,y(x)2 dx = d2
N

∫
Ω∩|x−y|≤ρ

εN−2

|x|2
(
ε2 + |y − x|2

)N−2
dx

+d2
N

∫
Ω∩|x−y|≥ρ

εN−2

|x|2
(
ε2 + |x− y|2

)N−2
dx = J1 + J2.

It is clear that J2 = O(εN−2). To estimate J1 we choose ρ < |y|. If N ≥ 5, then
letting a = d2

N
1

(|y|−ρ)2 we get

J1 ≤ aε2
∫
|x|< ρ

ε

dx

(1 + |x|2)N−2
≤ aε2

∫
RN

dx

(1 + |x|2)N−2
<∞.

If N = 4, then

J1 = aε2
∫
|x|< ρ

ε

1
(1 + |x|2)2

dx = Cε2
∫ ρ

ε

0

r3

(1 + r2)2
dr = O

(
ε2 log

1
ε

)
.

Finally, in the case N = 3 we have

J1 ≤ aε2
∫
|x|< ρ

ε

dx

1 + |x|2
= ãε2

∫ ρ
ε

0

r2

1 + r2
dr = O(ε),
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where ã is a positive constant independent of ε. We also need the estimate

k1 ≤
∫

Ω

1
|x|2

Uε,0(x)2 dx ≤ k2

for all ε > 0 and some constants k1, k2 > 0. We denote by H(y) the mean curvature
of ∂Ω at y ∈ ∂Ω. We put

Eλ,γ(u) =

∫
Ω

(
|∇u|2 + λu2

|x−a|2 −
γu2

|x|2
)
dx(∫

Ω
|u|2∗ dx

)N−2
N

.

Suppose that y 6= a, 0, then

Eλ,γ(Uε,y) ≤
S

2
2
N

−


ANH(y)ε log 1

ε +O(ε), N = 3,
ANH(y)ε+O

(
ε2 log 1

ε

)
, N = 4,

ANH(y)ε+O
(
ε2
)
, N ≥ 5,

(20)

where AN > 0 is a constant depending on N . This asymptotic estimate has been
established in the papers [31] and [1] with singular terms replaced by u2. Combining
the estimate from [31] (or [1]) with (19) we easily derive (20).

Theorem 2.1. Suppose that c∗ = S
N
2

2NQ
N−2

2
m

, Qm = Q(y), y 6= a, 0 and that

|Q(x)−Q(y)| = o(|x− y|) for x near y, (21)

with H(y) > 0. If γ < γ◦(λ), where γ◦(λ) is a constant from Proposition 1.5, then
problem (1) admits a positive solution.

Proof. Since c∗ = S
N
2

2NQ
N−2

2
m

and S−γ < S we see that y 6= 0. We derive from (21) the

following expansion ∫
Ω

Q(x)U2∗

ε,y dx = Q(y)
∫

Ω

U2∗

ε,y dx+ o(ε). (22)

Indeed, for every η > 0 we can find δ(η) > 0 such that

|Q(x)−Q(y)| < η|x− y| for |x− y| < δ(η).

Then∣∣∣∣∫
Ω

(
Q(x)−Q(y)

)
U2∗

ε,y dx

∣∣∣∣ ≤ η

∫
Ω∩(|x−y|<δ(η))

|x− y|U2∗

ε,y dx

+ 2QM
∫

Ω∩(|x−y|≥δ(η))
U2∗

ε,y dx

≤ C

(
ηε+ εN

∫ ∞

δ(η)

rN−1

r2N
dr

)
= C̃

(
εη +

εN

δ(η)N

)
,
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where C and C̃ are positive constants independent of η and ε. From this we derive
that

lim sup
ε→0

1
ε

∫
Ω

|Q(x)−Q(y)|U2∗

ε,y dx ≤ C̃η.

Since η > 0 is arbitrary, this limit is equal to 0 and (22) follows. It then follows from
(20) and (22) that

sup
t≥0

Jλ,γ(tUε,y) =
1
N

(∫
Ω

(
|∇Uε,y|2 + λU2

ε,y

|x−a|2 −
γU2

ε,y

|x|2

)
dx
)N

2

(∫
Ω
Q(y)U2∗

ε,y dx+ o(ε)
)N−2

2

<
S

N
2

2NQ
N−2

2
m

for ε > 0 sufficiently small.

We now consider the case

II. c∗ =
S

N
2

−γ

2NQ(0)
N−2

2

.

To show that the mountain-pass level satisfies c̃ < c∗ we use the function Vγ,ε which
satisfies the equation (8). Since a 6= 0, we have the following asymptotic estimate∫

Ω

Vγ,ε(x)2

|x− a|2
dx ≤

{
Cε

2
√

µ̄√
µ̄−γ if 0 < γ < µ̄− 1

Cε2
√
µ̄|log ε| if γ = µ̄− 1.

(23)

To show this we take 0 < ρ < |a| and write∫
Ω

Vγ,ε(x)2

|x− a|2
dx =

∫
Ω∩(|x|<ρ)

Vγ,ε(x)2

|x− a|2
dx+

∫
Ω∩(|x|≥ρ)

Vγ,ε(x)2

|x− a|2
dx

≤
∫
|x|<ρ

Vγ,ε(x)2

|x− a|2
dx+O(εN−2) = I +O(εN−2).

Changing variables x = yε
√

µ̄√
µ̄−γ in the integral I we get

I = C

∫
|x|< ρ

ε

√
µ̄√

µ̄−γ

ε
2

√
µ̄√

µ̄−γ(
|x|

γ′√
µ̄ + |x|

γ̄√
µ̄
)2√µ̄ dx.

If µ̄ < γ − 1, then ∫
RN

dx(
|x|

γ′√
µ̄ + |x|

γ̄√
µ̄
)2√µ̄ <∞.
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On the other hand if γ = µ̄− 1, then∫
|x|< ρ

ε

dx(
|x|

γ′√
µ̄ + |x|

γ̄√
µ̄
)2√µ̄ =

∫
|x|< ρ

ε

dx(
|x|

√
µ̄−1√

µ̄ + |x|
√

µ̄+1√
µ̄
)2√µ̄ = O

(
log

1
ε

)
.

We now recall the following asymptotic relations from paper [23]:∫
Ω

|∇Vγ,ε|2 dx =
∫

RN
+

|∇Vγ,ε|2 dx− I1(ε) + o
(
ε

√
µ̄√

µ̄−γ
)

+O(εN−2),∫
Ω

V 2
γ,ε

|x|2
dx =

∫
RN

+

V 2
γ,ε

|x|2
dx− I2(ε) + o

(
ε

√
µ̄√

µ̄−γ
)

+O(εN−2),∫
Ω

V 2∗

γ,ε dx =
∫

RN
+

V 2∗

γ,ε dx− I3(ε) + o
(
ε

√
µ̄√

µ̄−γ
)

+O(εN ),

where I1(ε), I2(ε) and I3(ε) satisfy, respectively,

lim
ε→0

ε
−

√
µ̄√

µ̄−γ I1(ε) = I1 :=
∫

RN−1

(
γ′|y′|

γ′√
µ̄ + γ|y′|

γ̄√
µ̄
)2
g(y′)

|y′|2
(
|y′|

γ′√
µ̄ + |y′|

γ̄√
µ̄
)2(√µ̄+1)

dy′ > 0,

lim
ε→0

ε
−

√
µ̄√

µ̄−γ I2(ε) = I2 :=
∫

RN−1

g(y′)

|y′|2
(
|y′|

γ′√
µ̄ + |y′|

γ̄√
µ̄
)2√µ̄ dy′ > 0,

lim
ε→0

ε
−

√
µ̄√

µ̄−γ I3(ε) = I3 :=
∫

RN−1

g(y′)(
|y′|

γ′√
µ̄ + |y′|

γ̄√
µ̄
)N dy′ > 0,

and g(y′) = 1
2

∑N−1
i=1 λiyi. Here λi denote the principal curvatures of ∂Ω at 0. Then

it follows from the above asymptotic relations and (23) that

Eλ,γ(Vγ,ε) <
S−γ

2
2
N

− C1ε
√

µ̄√
µ̄−γ + o

(
ε

√
µ̄√

µ̄−γ
)

(24)

for N ≥ 5, γ < γ◦(λ), γ < µ̄ − 1, and ε > 0 sufficiently small, where H(0) > 0 and
C1 > 0 is a constant independent of ε. For the computational details we refer to
paper [23].

Theorem 2.2. Suppose that c∗ =
S

N
2
−γ

2NQ(0)
N−2

2
, γ < γ◦(λ), N ≥ 5, and γ < µ̄ − 1.

Moreover assume that

|Q(x)−Q(0)| = o(|x|) for x close to 0

with H(0) > 0. Then problem (1) admits a positive solution.
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Proof. This follows from (24) and the following formula∫
Ω

Q(x)V 2∗

γ,ε dx = Q(0)
∫

Ω

V 2∗

γ,ε dx+ o
(
ε

√
µ̄√

µ̄−γ
)
.

We now prove this expansion. Given η > 0 we choose δ(η) > 0 so that

|Q(x)−Q(0)| < η|x| for |x| < δ(η).

Then∫
Ω

|Q(x)−Q(0)|V 2∗

γ,ε dx ≤ η

∫
Ω∩(|x|<δ(η))

|x|V 2∗

γ,ε dx+ 2QM
∫

Ω∩(|x|≥δ(η))
V 2∗

γ,ε dx

= J1 + J2.

Using the change of variables x = yε
√

µ̄√
µ̄−γ we get

J1 ≤ εNη

∫
RN

|x|(
ε2|x|

γ′√
µ̄ + |x|

γ̄√
µ̄
)N dx

= Cηε
√

µ̄√
µ̄−γ

∫
RN

|y|(
|y|

γ′√
µ̄ + |y|

γ̄√
µ̄
)N dy = C1ηε

√
µ̄√

µ̄−γ ,

where C and C1 are positive constants independent of ε and η. For J2 we have the
estimate

J2 ≤ 2QMC
∫ ∞

δ(η)

εNrN−1

r
γ̄N√

µ̄

dr = O(εN ).

Since η is arbitrary and
√
µ̄√

µ̄−γ < N , provided γ < µ̄− 1, our expansion follows.

Finally, we consider the case

III. c∗ = S
N
2

NQ
N−2

2
M

.

In this case it is convenient to seek a solution of problem (1) as a minimizer of the
constrained minimization problem

Sλ,γ = inf
{∫

Ω

(
|∇u|2 +

λu2

|x− a|2
− γu2

|x|2
)
dx; u ∈ H1(Ω),

∫
Ω

Q(x)|u|2
∗
dx = 1

}
.

We recall the existence theorem (see [11]) for the critical problem{
−∆u+ µu = Q(x)|u|2∗−2u in Ω,
∂u
∂ν = 0 on ∂Ω.

(25)
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Theorem 2.3. Suppose that QM > 2
2

N−2Qm and N ≥ 5. Then there exists a
constant K > 0 such that for 0 < µ ≤ K problem (25) has a positive solution (called
a least energy solution) and no least energy solution for µ > K. Moreover, we have
for µ ≥ K

S

Q
N−2

N

M

= inf
u∈H1(Ω)−{0}

∫
Ω

(
|∇u|2 + µu2

)
dx(∫

Ω
Q(x)|u|2∗ dx

) 2
2∗
.

It follows from the proof of Proposition 1.5 that Sλ,γ > 0 for 0 < γ < γ◦(λ).
According to Proposition 1.4 there exists a minimizer for Sλ,γ if

Sλ,γ < min

(
S

2
2
N Q

N−2
N

m

,
S−γ

2
2
N Q(0)

N−2
N

,
S

Q
N−2

N

M

)
.

First with the aid of Theorem 2.3 we deduce the existence result for problem (1) with
γ = 0, that is, {

−∆u+ λ
|x−a|2u = Q(x)|u|2∗−2u in Ω,

∂u
∂ν = 0 on ∂Ω.

(26)

Theorem 2.4. Suppose that QM > 2
2

N−2Qm and N ≥ 5. Then there exists a
constant K1 > 0 such that for 0 < λ ≤ K1 problem (26) admits a solution (a
least energy solution) and no least energy solution for λ > K1. Moreover we have
Sλ,0 = S

Q
N−2

N
M

for λ ≥ K1.

This follows from the estimate∫
Ω

(
|∇u|2 +

λ

|x− a|2
u2
)
dx ≥

∫
Ω

(
|∇u|2 +

λ

d2
u2
)
dx,

where d = diam Ω.

We are now in a position to formulate the existence result for problem (1).

Theorem 2.5. Suppose that c∗ = S
N
2

NQ
N−2

2
M

and N ≥ 5 and let γ◦(λ) be a constant

from Proposition 1.5. If γ < γ◦ and λ < K1, then problem (1) has a solution which
is multiple of a minimizer for Sλ,γ .

Proof. Let λ < K1 and let uλ be a minimizer for Sλ,0 with
∫
Ω
Q(x)|uλ|2

∗
dx = 1. We

then have ∫
Ω

(
|∇uλ|2 +

λu2
λ

|x− a|2
− γu2

λ

|x|2

)
dx =

S

Q
N−2

N

M

− γ

∫
Ω

u2
λ

|x|2
dx.

This shows that Sλ,γ < S

Q
N−2

N
M

and the result follows.
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3. Regularity of solutions

First we consider problem (1) with γ = 0.

Proposition 3.1. Suppose γ = 0. Then solutions of (1) belong to L∞(Ω).

This follows from the proof of Theorem 3.4 below.

We now consider solutions of problem (1) with γ > 0. We now prove a Brézis-Kato
type result for solutions of problem (1) (see also Theorem 2.3 in [28]).

Proposition 3.2. Let d1 = min
(
1, λd2

)
and let S1 be the best Sobolev constant for

the embedding of H1(Ω) into L2∗(Ω). If p satisfies

γ(p+ 2)
( 1
µ̄

+ 1
)
< 4d1S1, (27)

then a solution u of (1) belongs to Lp(Ω). (If γ > 0 is small enough we can ensure
that p > 2∗.)

Proof. We apply the Moser iteration technique. As a test function we take

φ = umin(u, L)p−2 = uup−2
L ,

where uL = min(u, L), L > 0 and p > 2. We obtain∫
Ω

|∇u|2up−2
L dx+ (p− 2)

∫
Ω

∇u∇uLup−3
L u dx+ λ

∫
Ω

u2up−2
L

|x− a|2
dx

=
∫

Ω

Q(x)|u|2
∗−2u2up−2

L dx+ γ

∫
Ω

u2up−2
L

|x|2
dx.

From this we deduce∫
Ω

|∇u|2up−2
L dx+ (p− 2)

∫
Ω

|∇uL|2up−2
L dx+

λ

d2

∫
Ω

u2up−2
L dx

≤ QM

∫
Ω

u2∗−2u2up−2
L dx+ γ

∫
Ω

u2up−2
L

|x|2
dx. (28)

On the other hand we have∫
Ω

|∇
(
uu

p
2−1

L

)
|2 dx =

∫
Ω

|∇u|2up−2
L dx+

(p− 2)2

4

∫
Ω

|∇uL|2up−4
L u2 dx

+ (p− 2)
∫

Ω

∇u∇uLup−3
L u dx

=
∫

Ω

|∇u|2up−2
L dx+

p2 − 4
4

∫
Ω

|∇uL|2up−2
L dx. (29)
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From (28) we deduce

∫
Ω

|∇u|2up−2
L dx+

(p2 − 4)
4

∫
Ω

|∇uL|2up−2
L dx+

λ

d2

∫
Ω

u2up−2
L dx

≤ p+ 2
4

QM

∫
Ω

|u|2
∗−2u2up−2

L dx+
p+ 2

4
γ

∫
Ω

u2up−2
L

|x|2
dx.

This, in conjunction with (29), gives

d1

∫
Ω

(
|∇
(
uu

p
2−1

L

)
|2 +

(
uu

p
2−1

L

)2)
dx

≤ p+ 2
4

QM

∫
Ω

u2∗−2u2up−2
L dx+

p+ 2
4

γ

∫
Ω

u2up−2
L

|x|2
dx.

We now apply Lemma 1.1 with ε = 1 and choose γ > 0 so that

p+ 2
4

γ
( 1
µ̄

+ 1
)
< d1

and a constant K1 > 0 such that

p+ 2
4

QM

(∫
u≥K1

u
N(2∗−2)

2 dx

) 2
N

≤ d2S

2
,

where d2 = d1 − p+2
4 γ

(
1
µ̄ + 1

)
. With the aid of the Sobolev inequality we obtain that

S1d2

2

(∫
Ω

(
uu

p
2−1

L

)2∗
dx

) 2
2∗

≤ p+ 2
4

QMK
2∗−2
1

∫
Ω

u2up−2
L dx+

p+ 2
4

γC(1)
∫

Ω

u2up−2
L dx.

Letting L→∞ and then iterating the resulting inequality, starting with p = 2∗, the
assertion follows as long as γ(p+ 2)

(
1
µ̄ + 1

)
< 4d1S1.

By the regularity theory for elliptic equations solutions of (1) are in C1(Ω̄−{a, 0}).
We now examine the behavior of solutions around points a and 0. We need a version
of the Caffarelli-Kohn-Nirenberg inequality [8, 9]. We recall that if 0 ∈ Ω, then for
every u ∈ H1

◦ (Ω, |x|−2α dx) we have

∫
Ω

|x|−2α|∇u|2 dx ≥ C−1
α,β

(∫
Ω

|x|−βp|u|p dx
) 2

p

,
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where −∞ < α < N−2
2 , α ≤ β ≤ α + 1, p = 2N

N−2+2(β−α) and a constant Cα,β > 0

depends on α and β. Let H̃1(Ω) := H1(Ω, |x|−2α dx) be the Sobolev space equipped
with the norm

‖u‖2
H̃1 =

∫
Ω

|x|−2α|∇u|2 dx+
∫

Ω

u2 dx.

We need the following version of the above inequality.

Lemma 3.3. Let 0 ∈ ∂Ω. Then for every ε > 0 there exists a constant C(ε) > 0
such that(∫

Ω

|x|−βp|u|p dx
) 2

p

≤ (Cα,β + ε)
∫

Ω

|x|−2α|∇u|2 dx+ C(ε)
∫

Ω

u2 dx+ C(ε)
(∫

Ω

|u|p dx
) 2

p

(30)

for every u ∈ H̃1(Ω).

Proof. The proof is similar to that of Lemma 1.1. With notations from the proof of
this lemma we first consider the case ψ ≡ 0. Let u ∈ H̃1(B(0, δ◦)) with supp u ⊂
B(0, δ◦). Since the values of u for xN < 0 are irrelevant, we may assume that u is an
even function in xN . Then

Cα,β

∫
A

|x|−2α|∇u|2 dx =
Cα,β

2

∫
B(0,δ◦)

|x|−2α|∇u|2 dx

≥ 1
2

(∫
B(0,δ◦)

|x|−2βp|u|p dx
) 2

p

= 2
2
p−1

(∫
A

|u|p

|x|βp
dx

) 2
p

.

In the next step of the proof we use the mapping from the proof of Lemma 1.1 that
straightens the boundary ∂Ω around 0 to obtain a local version of our inequality.
Finally, let φ be a function in C1

◦(B(0, δ)) such that φ(x) = 1 for x near 0 and
0 ≤ φ(x) ≤ 1 on B(0, δ). By the first part of the proof we have(∫

Ω

|u|p

|x|pβ
dx

) 2
p

≤ 2
2
p−1

(∫
Ω

|uφ|p

|x|pβ
dx

) 2
p

+ 2
2
p−1

(∫
Ω

|u|p(1− φp)
|x|pβ

dx

) 2
p

≤
(
Cαβ + 2

2
p−1ε

) ∫
Ω

|x|−2α|∇(uφ)|2 dx+ 2
2
p−1C(δ)

(∫
Ω

|u|p dx
) 2

p

.

Using the Young inequality we derive from this (30).

Inequality (30) can be reformulated, with the aid of Sobolev inequality, in the
following way: there exists a constant C1 > 0 such that(∫

Ω

|u|p

|x|pβ
dx

) 2
p

≤ C1

(∫
Ω

|x|−2α|∇u|2 dx+
∫

Ω

u2 dx

)
(31)
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for every u ∈ H̃1(Ω). This form of the CKN inequality will be used in the proof of
Theorem 3.4 below.

Theorem 3.4. Let N ≥ 3. Then for γ ≤ γ◦ any solution u of (1) satisfies

|u(x)| ≤ C|x|−(
√
µ̄−

√
µ̄−γ) for x ∈ Ω− {0}.

Proof. We follow the ideas from the paper [6] which are modifications of the Moser
iteration technique. We put v(x) = |x|(

√
µ̄−

√
µ̄−γ)u(x). By straightforward computa-

tions we verify that

− div
(
|x|−2(

√
µ̄−

√
µ̄−γ)∇v

)
= Q(x)|x|−2∗(

√
µ̄−

√
µ̄−γ)|v|2

∗−2v − λ
v

|x|2(
√
µ̄−

√
µ̄−γ)|x− a|2

.

We take as a test function φ = η2vv
2(s−1)
L , where η ∈ C1

◦(B(0, ρ)) with η = 1 on
B(0, r), r < ρ, |∇η| ≤ 4

ρ−r . Here s > 1 and L > 0 are constants. We then get∫
Ω

|x|−2(
√
µ̄−

√
µ̄−γ)[η2|∇v|2v2(s−1)

L

+ 2(s− 1)η2v
2(s−1)
L |∇vL|2 + 2η∇η∇vvv2(s−1)

L

]
dx

=
∫

Ω

Q(x)|x|−2∗(
√
µ̄−

√
µ̄−γ)η2v2∗v

2(s−1)
L dx

− λ

∫
Ω

|x|−2(
√
µ̄−

√
µ̄−γ)|x− a|−2η2v2v

2(s−1)
L dx. (32)

By the Young inequality for every ε > 0 there exists C(ε) > 0 such that

2
∫

Ω

|x|−2(
√
µ̄−

√
µ̄−γ)∇η∇vηvv2(s−1)

L dx ≤ ε

∫
Ω

|x|−2(
√
µ̄−

√
µ̄−γ)η2|∇v|2v2(s−1)

L dx

+ C(ε)
∫

Ω

|x|−2(
√
µ̄−

√
µ̄−γ)|∇η|2v2v

2(s−1)
L dx.

Applying this inequality with ε = 1
2 we derive from (32) that∫

Ω

|x|−2(
√
µ̄−

√
µ̄−

√
µ̄−γ)[η2|∇v|2v2(s−1)

L + 4(s− 1)η2|∇vL|2v2(s−1)
L

]
dx

≤ 2QM
∫

Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)η2v

2(s−1)
L v2∗ dx

+ 2C
(1

2

)∫
Ω

|x|−2(
√
µ̄−

√
µ̄−γ)|∇η|2v2v

2(s−1)
L dx

− λ

∫
Ω

|x|−2(
√
µ̄−

√
µ̄−γ)|x− a|−2v2η2v

2(s−1)
L dx.
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Revista Matemática Complutense

2007: vol. 20, num. 2, pags. 309–338



D. Cao/J. Chabrowski Critical Neumann problem with competing Hardy potentials

We now rewrite this inequality in the form

∫
Ω

|x|−2(
√
µ̄−

√
µ̄−γ)[η2|∇v|2v2(s−1)

L + 4(s− 1)η2v
2(s−1)
L |∇vL|2

+ λη2|x− a|−2|x|−2(
√
µ̄−

√
µ̄−γ)v2v

2(s−1)
L t] dx

≤ C[
∫

Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)η2v2∗v

2(s−1)
L dx

+
∫

Ω

|x|−2(
√
µ̄−

√
µ̄−γ)|∇η|2v2v

2(s−1)
L ] dx (33)

for some constant C > 0 depending on QM . By choosing γ◦ smaller, if necessary, by
virtue of Proposition 3.2 we may assume that u ∈ L(2∗−2)q(Ω) with 2 < 2q

q−1 < 2∗.
This guarantees that N

2 < q. We now use this choice of q to estimate the integral
involving the exponent 2∗. By the Hölder and Young inequalities for every ε > 0 we
have

∫
Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)η2v2∗v

2(s−1)
L dx

=
∫

Ω

|x|−2(
√
µ̄−

√
µ̄−γ)|u|2

∗−2|ηvv(s−1)
L |2 dx

≤ ‖u‖(2
∗−2)

L(2∗−2)q(Ω)
‖| · |−(

√
µ̄−

√
µ̄−γ)ηvv

(s−1)
L ‖2

L
2q

q−1 (Ω)

≤ ‖u‖2
∗−2
L(2∗−2)q(Ω)

(
ε‖| · |−(

√
µ̄−

√
µ̄−γ)ηvvs−1

L ‖L2∗ (Ω)

+ C(n, q)ε−
N

2q−N ‖| · |−(
√
µ̄−

√
µ̄−γ)ηvvs−1

L ‖L2(Ω)

)2

≤ Cε2
(∫

Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)|ηvvs−1

L |2
∗
dx

) 2
2∗

+ Cε−
2N

2q−N

∫
Ω

|x|−(
√
µ̄−

√
µ̄−γ)|ηvvs−1

L |2 dx.

The above inequality combined with (33) and (31) with α = β =
√
µ̄−

√
µ̄− γ < N−2

2
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gives(∫
Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)|ηvvs−1

L |2
∗
dx

) 2
2∗

≤ Csε2
(∫

Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)|ηvvs−1

L |2
∗
dx

) 2
2∗

+ Cs

∫
Ω

|x|−2(
√
µ̄−

√
µ̄−γ)(η2 + |∇η|2

)
v2v

2(s−1)
L dx

+ Csε−
2N

2q−N

∫
Ω

|x|−2(
√
µ̄−

√
µ̄−γ)|ηvvs−1

L |2 dx.

Selecting ε = 1√
2Cs

we obtain

(∫
Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)|ηvvs−1

L |2
∗
dx

) 2
2∗

≤ Csα
∫

Ω

|x|−2(
√
µ̄−

√
µ̄−γ)(η2 + |∇η|2

)
v2v

2(s−1)
L dx, (34)

where α = 2q
2q−N . We now observe that∫

Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)|η|2

∗
v2v2∗s−2

L dx ≤
∫

Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)η2∗v2∗v

(s−1)2∗

L dx.

Hence we derive from (34) that(∫
Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)η2∗v2v2∗s−2

L dx

) 2
2∗

≤ Csα
∫

Ω

|x|−2(
√
µ̄−

√
µ̄−γ)(η2 + |∇η|2

)
v2v

2(s−1)
L dx

≤ Csα
∫

Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)(η2 + |∇η|2

)
v2v

2(s−1)
L dx.

From this, we deduce by the choice of the function η that(∫
B(0,r)∩Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)v2v2∗s−2

L dx

) 2
2∗

≤ Csα

(ρ− r)2

∫
B(0,ρ)∩Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)v2v

2(s−1)
L dx.

We now select s∗ such that N
N−2 < s∗ with γ(2s∗ + 2)

(
1
µ̄ + 1

)
≤ 4d1S (see (27)

in Proposition 3.2) which can be achieved by taking γ◦ smaller if necessary. Put
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sn = s∗
(

2∗

2

)n, n = 0, 1, 2, . . .. We then obtain

(∫
B(0,r)∩Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)v2v

2sn+1−2
L dx

) 1
2sn+1

≤
(

Csαn
(ρ− r)2

) 1
2sn
(∫

B(0,ρ)∩Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)v2v

2(sn−2)
L dx

) 1
2sn

. (35)

Let ρ◦ > 0 be small enough so that a 6∈ B(0, ρ◦) and put rn = ρ◦(1+ρn◦ ), n = 0, 1, 2, . . .
Inequality (35) with ρ = rn, r = rn+1 becomes

(∫
B(0,rn+1)∩Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)v2v

2sn+1−2
L dx

) 1
2sn+1

≤
(

Csαn
(ρ◦ − ρ2

◦)ρn◦

) 1
2sn
(∫

B(0,rn)∩Ω

|x|−2∗(
√
µ̄−

√
µ̄−γ)v2v2sn−2

L dx

) 1
2sn

. (36)

We now notice that∫
B(0,r◦)

|x|−2∗(
√
µ̄−

√
µ̄−γ)v2v2s∗−2

L dx ≤
∫
B(0,r◦)∩Ω

|x|(2s
∗−2∗)(

√
µ̄−

√
µ̄−γ)|u|2

∗
dx

≤ d(2s∗−2∗)(
√
µ̄−

√
µ̄−γ)

∫
Ω

|u|2s
∗
dx ≤ C.

Thus iterating (36) we see that

‖vL‖L2sn+1 (B(0,ρ◦)∩Ω) ≤ C (37)

for all n. For the computational details we refer to the paper [6, pp. 15, 16]. Letting
n→∞ in (37) we obtain

u(x) ≤ C|x|−(
√
µ̄−

√
µ̄−γ) for x ∈ (B(0, ρ◦)− {0}) ∩ Ω.

To complete the proof, it remains to show that u is bounded in Ω ∩B(a, ρ) for small
ρ > 0. We choose ρ so that 0 6∈ B(a, ρ). Again we use the Moser iteration technique.
Let η ∈ C1

◦(B(a, ρ)) and satisfy η = 1 on B(a, r), r < ρ, and |∇η| ≤ 4
ρ−r . We take as

a test function φ = η2uu
2(s−1)
L , L > 0, s > 1. Testing (1) with φ we obtain∫

Ω

(
2ηuu2(s−1)

L ∇η∇u+ η2u
2(s−1)
L |∇u|2 + 2(s− 1)η2u

2(s−1)
L |∇uL|2

)
dx

+
λ

d2

∫
Ω

u2η2u
2(s−1)
L dx

≤ QM

∫
Ω

η2|u|2
∗
u

2(s−1)
L dx+ γC

∫
Ω

u2η2u
2(s−1)
L dx. (38)
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For every ε > 0 we have

2
∫

Ω

ηuu
2(s−1)
L ∇η∇u dx ≤ ε

∫
Ω

η2|uL|2(s−1)|∇u|2 dx+ C(ε)
∫

Ω

|∇η|2u2u
2(s−1)
L dx.

Taking ε = 1
2 we derive from (38) that∫

Ω

(
η2u

2(s−1)
L |∇u|2 + 4(s− 1)η2u

2(s−1)
L |∇uL|2

)
dx+

λ

d2

∫
Ω

u2η2u
2(s−1)
L dx

≤ C

(∫
Ω

(
η2 + |∇η|2

)
u2u

2(s−1)
L dx+

∫
Ω

|u|2
∗
η2u

2(s−1)
L dx

)
. (39)

According to Proposition 3.2 we can choose q with (2∗ − 2)q > 1 and 2 < 2q
q−1 < 2∗

such that u ∈ Lq(2∗−2)(Ω). We then have∫
Ω

η2|u|2
∗
u

2(s−1)
L dx ≤ ‖u‖2

∗−2
L(2∗−2)q(Ω)

‖ηuus−1
L ‖2

L
2q

q−1 (Ω)

≤ ‖u‖2
∗−2
L(2∗−2)q(Ω)

(
ε‖ηuus−1

L ‖L2∗ (Ω)

+ C(N, q)ε−
N

2q−N ‖ηuu(s−1)
L ‖L2(Ω)

)2
≤ Cε2

(∫
Ω

|ηuus−1
L |2

∗

dx

) 2
2∗

+ Cε−
2N

2q−N

∫
Ω

|ηuus−1
L |2 dx.

Inserting this into (39) and using the Sobolev inequality we obtain(∫
Ω

|ηuus−1
L |2

∗
dx

) 2
2∗

≤ Csε2
(∫

Ω

|ηuus−1
L |2

∗
dx

) 2
2∗

+ Cs

∫
Ω

(η2 + |∇η|2
)
u2u

2(s−1)
L dx

+ Csε−
2N

2q−N

∫
Ω

|ηuus−1
L |2 dx.

The proof is completed using the Moser iteration technique.

4. Existence of sign-changing solutions

For δ > 0 small we we consider the following perturbed problem{
−∆u+ λ u

|x−a|2 − γ u
|x|2 = Q(x)|u|2∗−2−δ in Ω

∂u
∂ν = 0 on ∂Ω, u > 0 on Ω.

(40)

The variational functional for problem (40) is given by

Jλ,γ,δ(u) =
1
2

∫
Ω

(
|∇u|2 +

λu2

|x− a|2
− γu2

|x|2

)
dx− 1

2∗ − δ

∫
Ω

Q(x)|u|2
∗−δ dx
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for u ∈ H1(Ω). Since problem (40) is subcritical, the functional Jλ,γ,δ satisfies the
(PS) condition. In what follows, we will use some ideas from paper [29], where
problem (40) with λ = γ = 0 and Q constant was studied. Let Λδ be a Nehari
manifold for Jλ,γ,δ

Λδ = {u 6= 0, u ∈ H1(Ω); 〈J ′λ,γ,δ(u), u〉 = 0}.

We set
c1,δ = inf

u∈Λδ

Jλ,γ,δ(u).

If δ = 0 then Λ0 becomes the Nehari manifold for the functional Jλ,γ and we set
c1,0 = infu∈Λ0 Jλ,γ(u). It is known that

c1,0 = Jλ,γ(u1) = inf
u∈Λ0

Jλ,γ(u),

where u1 is a solution of (1) constructed in section 3. As in paper [29], we can show
that

lim
δ→0

c1,δ = c1,0.

Since the variational problem of finding a minimizer of Jλ,γ,δ on Λδ is subcritical it
is easy to show that there exists a minimizer of Jλ,γ,δ on Λδ for γ ≤ γ◦, where γ◦ is a
constant from Proposition 1.5. To establish the existence of sign-changing solutions of
(1), we use the Lusternik-Schnirelmann [3] theory of critical points of even functionals.

We recall the definition of Krasnoselski genus. Let A ⊂ H1(Ω) be a closed,
bounded set which is Z2-symmetric (i.e., u ∈ A⇒ −u ∈ A). The Krasnoselski genus
is defined by

i(A) = inf{n, there exists an odd and continuous map h : A→ Rn − {0}}.

For a fixed ρ > 0 we put Sρ = {u ∈ H1(Ω); ‖u‖ = ρ} and define

H = {h : H1(Ω) → H1(Ω); h is an odd homeomorphism}
and

F2 = {A closed, Z2-symmetric; i(h(A) ∩ Sρ) ≥ 2 for every h ∈ H }.

Let

Iλ,γ(u) =
∫

Ω

(
|∇u|2 +

λu2

|x− a|2
− γu2

|x|2

)
dx.

Proposition 4.1. Let γ ≤ γ◦. For every p ∈ (2, 2∗) and u ∈ Lp(Ω) − {0} there
exists v = v(u) ∈ H1(Ω) such that∫

Ω

Q(x)|u|p−2v2 dx = 1, v(x) ≥ 0 on Ω

and

µ1(u) := Iλ,γ(v) = inf
{
Iλ,γ(w); w ∈ H1(Ω),

∫
Ω

Q(x)|u|p−2w2 dx = 1
}
.
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Since H1(Ω) is compactly embedded into Lp(Ω), 2 ≤ p < 2∗, it is easy to show
that a minimizer for Iλ,γ exists. Obviously µ1(u) is the first eigenvalue with the
eigenfunction v(u) of the problem{

−∆v + λ
|x−a|2 v −

γ
|x|2 v = µ1(u)Q(x)|u|p−2v in Ω,

∂v
∂ν = 0 on ∂Ω.

Proposition 4.2. Let γ ≤ γ◦. For every δ ∈ (0, 4
N−2 ) there exists a nontrivial

solution uδ of the Neumann problem{
−∆u+ λu

|x−a|2 −
γu
|x|2 = Q(x)|u|2∗−δ−2u in Ω,

∂u
∂ν = 0 on ∂Ω,

(41)

which satisfies ∫
Ω

|uδ|2
∗−δ−2uδv(uδ) dx = 0, (42)

where v(uδ) is defined in Proposition 4.1 with p = 2∗ − δ.

The main idea of the proof is to construct the (PS)c sequence for the lever c2,δ =
infA∈F2 supu∈A Jλ,γ,δ(u). The proof of this fact is similar to that of in [14, Theorem 1’;
29, Proposition 1.2]. Since the problem is subcritical, the Palais-Smale condition holds
and we also have

Jλ,γ,δ(uδ) = c2,δ = inf
A∈F2

sup
u∈A

Jλ,γ,δ(u).

We need the following estimates for Uε,y with y 6= 0, a∫
Ω

u1U
2∗−δ−1
ε,y dx = O

(
ε

N−2
2
)
, (43)∫

Ω

u2∗−δ−1
1 Uε,y dx = O

(
ε

N−2
2
)

(44)

and ∫
Ω

u2∗−1
1 Uε,y dx = O

(
ε

N−2
2
)
. (45)

We only give the proof of (44). Let ρ > 0. It follows from Theorem 3.4 that∫
Ω

u2∗−δ−1
1 Uε,y dx ≤ C

∫
Ω

|x|−(
√
µ̄−

√
µ̄−γ)(2∗−1−δ)Uε,y dx

≤ C

∫
B(y,ρ)∩Ω

|x|−(
√
µ̄−

√
µ̄−γ)(2∗−δ−1)Uε,y dx

+ C

∫
RN−B(y,ρ)∩Ω

|x|−(
√
µ̄−

√
µ̄−γ)(2∗−1−δ)Uε,y dx = J1 + J2.

333
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We may assume that |y| > ρ. Then

|J1| ≤
∫
|z|< ρ

ε

ε
N+2

2

|zε+ y|(
√
µ̄−

√
µ̄−γ)(2∗−δ−1)

(
1 + |z|2

)N−2
2

dx

≤
∫
|z|< ρ

ε

ε
N+2

2

(|y| − ρ)(
√
µ̄−

√
µ̄−γ)(2∗−1−δ)

(
1 + |z|2

)N−2
2

dz = O
(
ε

N−2
2
)
.

For the integral J2 we have the estimate

|J2| ≤ Cε
N−2

2

∫
Ω

|x|−(
√
µ̄−

√
µ̄−γ)(2∗−1−δ) dx.

This integral is convergent for 0 < γ ≤ γ◦. (We may take γ◦ smaller if necessary.) In
a similar way we establish estimates (43) and (45).

Lemma 4.3. Let N ≥ 5, 0 < γ ≤ γ◦ and c∗ = S
N
2

2NQ
N−2

2
m

. Suppose that Qm = Q(y),

y 6= 0, a, and

|Q(x)−Q(y)| = o(|x− y|) for x near y (46)

with H(y) > 0. Then there exists σ > 0 and δ◦ > 0 such that

c2,δ ≤ c1,δ + c∗ − σ

for δ ≤ δ◦.

Proof. Let A = span{u1, Uε,y}. Since A ∈ F2 we have

c2,δ ≤ sup
u∈A

Jλ,γ,δ(u) = sup
s,t∈R

Jλ,γ,δ(su1 + tUε,y).

Since lim|s|,|t|→∞ Jλ,γ,δ(su1 + tUε,y) = −∞, we can assume that |s|+ |t| ≤ C for some
constant C > 0. To proceed further we use the following inequality: for a, b ∈ R and
q ≥ 1 we have

|a+ b|q ≥ |a|q + |b|q − C
(
|a|q−1|b|+ |a||b|q−1

)
,
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where C > 0 is independent of a and b. We then have

Jλ,γ,δ(su1 + tUε,y)

=
s2

2
‖∇u1‖22+

t2

2
‖∇Uε,y‖22 + st

∫
Ω

∇u1∇Uε,y dx

+
λs2

2

∫
Ω

u2
1

|x− a|2
dx+

λt2

2

∫
Ω

U2
ε,y

|x− a|2
dx+ λst

∫
Ω

u1Uε,y
|x− a|2

dx

− γs2

2

∫
Ω

u2
1

|x|2
dx− γt2

2

∫
Ω

U2
ε,y

|x|2
dx− stγ

∫
Ω

u1Uε,y
|x|2

dx

− 1
2∗ − δ

∫
Ω

Q(x)|su1 + tUε,y|2
∗−δ dx

= st

∫
Ω

Q(x)u2∗−1
1 Uε,y dx+ Jλ,γ(su1) +

s2
∗

2∗

∫
Ω

Q(x)|u1|2
∗
dx

+ Jλ,γ(tUε,y) +
|t|2∗

2∗

∫
Ω

Q(x)U2∗

ε,y dx

− 1
2∗ − δ

∫
Ω

Q(x)|su1 + tUε,y|2
∗−δ dx

≤ |st|
∫

Ω

Q(x)u2∗−1
1 Uε,y dx+ c1,0 + Jλ,γ(tUε,y)

+
|s|2∗

2∗

∫
Ω

Q(x)u2∗

1 dx− |s|2∗−δ

2∗ − δ

∫
Ω

Q(x)u2∗−δ
1 dx+

|t|2∗

2∗

∫
Ω

Q(x)U2∗

ε,y dx

− |t|2∗−δ

2∗ − δ

∫
Ω

Q(x)U2∗−δ
ε,y dx+ C

∫
Ω

u2∗−1−δ
1 Uε,y dx+ C

∫
Ω

u1U
2∗−1−δ
ε,y dx.

By (43), (44), (45), (46), and (20) we get

Jλ,γ,δ(su1 + tUε,y) ≤
S

N
2

2NQ
N−2

2
m

− c1ε+ c1,0

+
|s|2∗

2∗

∫
Ω

Q(x)|u1|2
∗
dx− |s|2∗−δ

2∗ − δ

∫
Ω

Q(x)|u1|2
∗−δ dx

+
|t|2∗

2∗

∫
Ω

Q(x)U2∗

ε,y dx−
|t|2∗−δ

2∗ − δ

∫
Ω

Q(x)U2∗−δ
ε,y dx

for ε ≤ ε◦ and some constant c1 > 0. Since c1,δ → c1,0 and the last two differences
tend to 0 for every 0 < ε ≤ ε◦ the result follows.

Theorem 4.4. Suppose that the assumptions of Lemma 4.3 hold. Then problem (1)
has a sign-changing solution.
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Proof. Let {uδ}, δ ≤ δ◦ be solutions of (41). It is clear that ‖uδ‖H1(Ω) ≤ C for
δ ∈ (0, δ◦) and some constant C > 0 independent of δ. Let u+

δ (x) = max(0, uδ(x))
and u−δ (x) = max(0,−uδ(x)). By (42) u+

δ 6= 0 and u−δ 6= 0. We also have ‖u+
δ ‖H1 ,

‖u−δ ‖H1 ≤ C. We may assume that up to a subsequence u+
δ ⇀ u+ and uδ ⇀ u−

in H1(Ω). Since u+
δ , u

−
δ ∈ Λδ we have Jλ,γ,δ(u+

δ ), Jλ,γ,δ(u−δ ) ≥ c1,δ. Since c1,δ → c1,0
as δ → 0, by Lemma 4.3, we have

Jλ,γ,δ(u+
δ ) + Jλ,γ,δ(u−δ ) = Jλ,γ,δ(uδ) = c2,δ ≤ c1,δ + c∗ − σ.

Hence Jλ,γ,δ(u+
δ ) ≤ c∗ − σ and moreover

k1 ≤ ‖u+
δ ‖L2∗ (Ω) ≤ k2 (47)

for some constants k1 > 0 and k2 > 0 independent of δ ≤ δ◦. We show that u+ 6= 0.
Arguing by contradiction, assume u+ ≡ 0 on Ω. By the concentration-compactness
principle (see the proof of Proposition 1.4) we get

|∇u+
δ |

2 ⇀ dµ ≥
∑
j∈J

µjδxj + µaδa + µ0δ0

and
|u+
δ |

2∗ ⇀ dν =
∑
j∈J

νjδxj + νaδa + ν0δ0,

(u+
δ )2

|x− a|2
⇀ dγ̃ = γaδa, and

u+
δ

|x|2
⇀ dλ̃ = λ0δ0

with µj , νj , µa, νa, µ0, and ν0 satisfying (9)–(12). As in the proof of Proposition 1.4
we show that νxj

= 0, j ∈ J , νa = ν0 = 0. This yields limδ→0

∫
Ω
Q(x)|u+

δ |2
∗
dx = 0

which contradicts (47). In a similar manner we show that u− 6= 0. Therefore u is a
sign-changing solution of (1). We show that uδ → u up to a subsequence in H1(Ω).
Put wδ = uδ − u. By Brézis-Lieb lemma [4] we have

c1,δ + c∗ − σ ≥ Jλ,γ,δ(u+ wδ) = c1,0 + Jλ,γ,δ(wδ) + o(1).

Since limδ→0 c1,δ = c1,0 we see that

1
2

∫
Ω

(
|∇wδ|2 +

λw2
δ

|x− a|2
− γw2

δ

|x|2

)
dx

− 1
2∗ − δ

∫
Ω

Q(x)|wδ|2
∗−δ dx ≤ c∗ − σ + o(1). (48)

Repeating the proof of the previous part, we derive that

lim
δ→0

∫
Ω

Q(x)|wδ|2
∗
dx = 0. (49)
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We now observe that

0 = 〈J ′λ,γ,δ(uδ), uδ〉 = 〈J ′λ,γ,δ(u), u〉+ 〈J ′λ,γ,δ(wδ), wδ〉 = 〈J ′λ,γ,δ(wδ), wδ〉+ o(1).

It then follows from Lemma 1.1, (48), and (49) that for every ε > 0 small, we have∫
Ω

(
|∇wδ|2 +

λw2
δ

|x− a|2

)
dx ≤ γ

( 1
µ̄

+ ε
)∫

Ω

(
|∇wδ|2 + C(ε)w2

δ

)
dx

= γ
( 1
µ̄

+ ε
)∫

Ω

|∇wδ|2 dx+ C(ε)o(1).

Since γ ≤ γ◦, we deduce from this that wδ → 0 in H1(Ω), that is, uδ → u
in H1(Ω).
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