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ABSTRACT

We consider the inverse problem of determining point wave sources in hetere-

geneous trees, extensions of one-dimensional strati�ed sets. We show that the

Neumann boundary observation on a part of the lateral boundary determines

uniquely the point sources if the time of observation is large enough. We further

establish a conditional stability and give a reconstructing scheme.

2000 Mathematics Subject Classi�cation: 35R30, 35J25.
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1. Introduction

Various models of multiple-link 
exible structures, consisting of �nitely many inter-

connected 
exible elements, like strings, beams, plates, shells or combinations of them,

have been described recently in [22, 16, 24, 25, 13, 12]. The problem of controllability

or stabilization of such structures is an expanding �eld. For control results, let us

quote the works of Lagnese-Leugering-Schmidt [34, 23, 24] and of Dager-Zuazua [18]

for 1-d. networks; the works of Puel-Zuazua [33], Lagnese [21] and the �rst author

[30, 31, 32] for multidimensional structures. For stabilization results, we may cite the
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results of Chen and coauthors [13, 14, 15], of Conrad [17] and of Lagnese-Leugering-

Schmidt [23].

To our knowledge inverse problems related to the above control problems on such

structures are not considered at all, contrary to the case of homogeneous structures

(like one string, one beam, one membrane, one plate, etc...) for which such problems

have been recently developed by Yamamoto and Bruckner [36, 10, 11, 37]. Therefore

the goal of this paper is �rst to consider the simplest multi-dimensional problem:

namely the wave equation on one-dimensional trees with some point sources (linear

combination of delta functions, see below for the details) and secondly to extend the

results from [9, 10] obtained for the real interval ]0; 1[ to this system. In the case of

serially connected strings this problem may be seen as a simpli�cation of a model of

earthquakes [1].

The questions in such problems are to determine the number of point sources, the

location of these points and their intensity from boundary measurements. As usual the

three main steps are the uniqueness (unique solvability of the problem), the stability

(small perturbations of the boundary measurements give rise to small perturbations

of the sources) and �nally the reconstruction (build appropriate processes in order

to �nd a good approximation of the unknowns). We answer to these questions by

adapting some results from [9, 10, 36] to our system. The main ingredients are the

spectral analysis of the Laplace equation on networks (see [2, 4, 5, 8, 24, 27, 28] and

the references cited there), some controllability results on such structures [34, 24] and

�nally appropriate properties of some integral operators [36, 10]. Since the eigenvalues

and eigenvectors of the Laplace equation on networks are not explicitly known, our

reconstruction process is di�erent from the one in [10] and is more close to the one in

[36].

In [11] the authors consider an interior observation for the determination of the

point sources in ]0; 1[. The extension of this kind of considerations to 1-d. trees

seems to be unrealistic since the point � of observation in [11] is assumed to be an

irrational algebraic number. This assumption guarantees that � is never a zero of any

eigenvector of the Laplace operator on ]0; 1[ with Dirichlet boundary conditions. For

1-d. trees such a point is diÆcult to determine in practice.

The determination of L2-source functions from boundary measurements on 1-d.

trees may be obtained using the method developed in [35, 36] and the arguments used

below.

The paper is organized as follows: In section 2 we recall some notations and

de�nitions concerning 1-d. networks and introduce the (spatial) operator, namely

a second order operator on each edge with some transmision conditions at interior

nodes and Dirichlet boundary conditions at exterior nodes. We further show the well-

posedness of the wave equation with point sources. Some observability estimates and

hidden regularities are obtained in section 3 and are actually based on an identity

with multiplier and its consequences namely the direct and inverse inequalities for the

wave equation in a tree. Section 4 is devoted to the proof of the uniqueness result and
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is based on the previous observability estimates and some properties of an integral

operator between di�erent Sobolev spaces. The stability is deduced in section 5 and

�nally the reconstruction is detailed in section 6.
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2. Preliminaries

We �rst recall the notion of C�-networks, � 2 N, which is simply those of [6], we refer

to [2, 4, 5, 7, 8] for more details.

All graphs considered here are non empty, �nite and simple. Let � be a connected

topological graph imbedded in Rm ; m 2 N� , with n vertices E = fEi : 1 � i � ng and
N edges K = fkj : 1 � j � Ng. Each edge kj is a Jordan curve in Rm and is assumed

to be parametrized by its arc length parameter xj , such that the parametrizations

�j : [0; lj ]! kj : xj 7! �j(xj)

is �-times di�erentiable, i.e., �j 2 C�([0; lj ];Rm ) for all 1 � j � N .

We now de�ne the C�-network G associated with � as the union

G = [Nj=1kj :

The valency of each vertex Ei is denoted by 
(Ei). We distinguish two types of

vertices: rami�ed (or interior) vertices int E = fEi 2 E : 
(Ei) > 1g and boundary

(or exterior) vertices @E = fEi 2 E : 
(Ei) = 1g. For shortness, we later on denote

by Iext = fi 2 f1; � � � ; ng : 
(Ei) = 1g and Iint = f1; � � � ; ng n Iext. For each vertex

Ei, we also denote by Ni = fj 2 f1; : : : ; Ng : Ei 2 kjg the set of edges adjacent to

Ei. Note that if Ei 2 @E then Ni is a singleton that we write fjig. For each vertex

Ei and j 2 Ei, we further denote by

�j(Ei) =

�
1 if �j(lj) = Ei;

-1 if �j(0) = Ei;

the normal vector in kj at Ei.

For a function u : G! R, we set uj = u Æ �j : [0; lj ] ! R, its \restriction" to the

edge kj . We further use the abbreviations:

uj(Ei) = uj(�
�1
j (Ei));

u0j(Ei) =
duj

dxj
(��1
j (Ei));

uj"(Ei) =
d2uj

dx2j
(��1
j (Ei)):
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Finally, di�erentiations are carried out on each edge kj with respect to the arc length

parameter xj .

Let us now �x a C2-network G which is a tree (since for such networks the direct

and inverse inequalities hold, see below and for instance [34, 24]). For each edge kj ,

we also �x mechanical constantsmj > 0 (the mass density of the string kj) and dj > 0

(the di�usion coeÆcient of kj). We now consider the following wave equation:

8>>>>>>>>>><
>>>>>>>>>>:

@2t uj(xj ; t)� dj
mj

uj"(xj ; t) = �(t)aj(xj) in QjT ;8j = 1; � � � ; N ,

u(�; t) = 0 is continuous on G for all t 2]0; T [,P
j2Ni

dj
@uj
@�j

(Ei; t) = 0;8i 2 Iint;8t 2]0; T [,
uji(Ei; t) = 0;8i 2 Iext;8t 2]0; T [,
uj(xj ; 0) = @tuj(xj ; 0) = 0 in ]0; lj [;8j = 1; � � � ; N ,

(1)

where QjT :=]0; lj [�]0; T [ and @uj
@�j

(Ei; t) = �j(Ei)u
0
j(Ei; t) means the exterior normal

derivative of uj(�; t) at Ei. Above and below � 2 C1([0; T ]) is a given function

satisfying

�(0) 6= 0: (2)

For all j = 1; � � � ; N the datum aj 2 (H1(0; lj))
0 is assumed to be in the form

aj(xj) =

KjX
k=1

�jkÆ(xj � �jk); (3)

for some positive integer Kj , some real numbers �jk di�erent from zero and some

(di�erent) points �jk in ]0; lj [, or more precisely

< aj ; � >=

KjX
k=1

�jk�(�jk);8� 2 H1(0; lj):

Above and belowHp(0; lj) is the standard Sobolev space of order p 2 N on the interval

]0; lj [.

Our goal is to identify the datum a in the above form (i.e. the location of the

point sources �jk , the weight �jk and the number Kj) from boundary measurements,

namely the value of u0ji(Ei; t), for 0 < t < T and all external vertices Ei except one.

In order to analyse the system (1) we introduce the following operator A on the

Hilbert space H = �Nj=1L
2(0; lj), endowed with the inner product

(u; v)H =

NX
j=1

mj

Z lj

0

uj(x)vj(x) dx:
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(
D(A) = fu 2 H : uj 2 H2(0; lj) satisfying (5) to (7) hereafterg,
8u 2 D(A) : Au = (

dj
mj

uj")
N
j=1:

(4)

u is continuous on G: (5)X
j2Ni

dj
@uj

@�j
(Ei) = 0;8i 2 Iint; (6)

uji(Ei) = 0;8i 2 Iext: (7)

Remark that A is a negative selfadjoint operator with a compact resolvant since

A is the Friedrichs extension of the triple (H;V; a) de�ned by

V = fu 2 �Nj=1 H
1(0; lj) satisfying (5) and (7)g;

which is a Hilbert space with the inner product

(u; v)V =

NX
j=1

Z lj

0

u0jv
0
j dxj ;

and

a(u; v) =

NX
j=1

dj

Z lj

0

u0j(xj) v
0
j(xj) dxj : (8)

The spectrum of this operator A was studied in details in [2, 3, 4, 5, 8, 7, 24, 27,

28, 29]. For our future uses we recall the following Weyl's formula: if f�kg1k=1 denotes

the set of eigenvalues of the operator �A in increasing order and repeated according

to their multiplicity, then

lim
k!1

�k

k2
= �2

0
@ NX
j=1

p
mj ljp
dj

1
A
�2

: (9)

Let us further prove that the eigenvectors are uniformly bounded:

Lemma 2.1. For all positive integer k let �k be the eigenvector of A associated with

��k. Then denoting by �k;j the restriction of �k to the edge j, for k large enough,

we have

j�k;j(xj)j �
2
p
2
p
ljp

mj

;8xj 2 [0; lj ]: (10)

Proof. Since �k;j satis�es

dj

mj

�k;j" = ��k�k;j on ]0; lj [;
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there exist real numbers ck;j and dk;j such that

�k;j(xj) = ck;j cos(

s
mj�k

dj
xj) + dk;j sin(

s
mj�k

dj
xj);8xj 2 [0; lj ]:

Consequently by integrating the square of this expression in [0; lj ] and writing for

shortness Lj =
p
mj ljp
dj

, we obtain

r
mj

dj

Z lj

0

j�k;j(xj)j2 dxj = c2k;jf
Lj

2
+

sin(2
p
�kLj)

4
p
�k

g+ d2k;jf
Lj

2
� sin(2

p
�kLj)

4
p
�k

g

+ ck;jdk;jf 1

2
p
�k

� cos(2
p
�kLj)

2
p
�k

g:

By (9) for k large enough we get

Lj

2
+

sin(2
p
�kLj)

4
p
�k

� Lj

4
;

Lj

2
� sin(2

p
�kLj)

4
p
�k

� Lj

4
;

j 1

2
p
�k

� cos(2
p
�kLj)

2
p
�k

j � Lj

4
:

Inserting these estimates in the previous identity we arrive atr
mj

dj

Z lj

0

j�k;j(xj)j2 dxj � (c2k;j + d2k;j � jck;jdk;j j)Lj
4

� (c2k;j + d2k;j)
Lj

8
;

for k large enough. We conclude by noting that

mj

Z lj

0

j�k;j(xj)j2 dxj � k�k;jk2H = 1:

We are now ready to prove that our wave equation (1) is uniquely solvable and to

give regularity of its solution:

Theorem 2.2. The wave equation (1) has a unique (weak) solution u satisfying

u 2 C([0; T ];V ) \ C1([0; T ];H):
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Proof. We remark that the system (1) is equivalently written(
@2t u = Au+ �(t)a in ]0; T [,

u(0) = 0; @tu(0) = 0 ,
(11)

where a 2 V 0 is de�ned by

< a; � >V 0�V=

NX
j=1

mj

KjX
k=1

�jk�j(�jk);8� 2 V: (12)

The solution of that system is explicitly given by (using spectral expansions)

u(t) =

1X
k=1

1p
�k

Z t

0

sin((t� s)
p
�k)�(s) ds < a; �k > �k;

or equivalently, by integration by parts in the above integral:

u(t) =

1X
k=1

ak(t)

�k
�k ; (13)

where ak is given by

ak(t) =< a; �k > (�(t) � �(0) cos(t
p
�k)�

Z t

0

cos((t� s)
p
�k)�

0(s) ds):

We now remark that Lemma 2.1, the form of a and the smoothness of � allow to

conclude the existence of a constant M (depending on T but not on k) such that

jak(t)j �M;8k = 1; � � � ;1: (14)

By Parseval's identity we have

jju(t)jj2V � jju(t)jj2D(A1=2) �
1X
k=1

jak(t)j2
�k

;

and consequently by the estimate (14) we conclude that

jju(t)jj2V �M2
1X
k=1

1

�k
� C;8t 2 [0; T ];

for some positive constant C (depending on T ) since the asymptotic behaviour of the

eigenvalues guarantees the convergence of the series
P1
k=1

1
�k
. This means that the

series
P1
k=1

ak(t)
�k

�k is convergent in L1([0; T ];V ) and then proves that

u 2 C([0; T ];V );
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as limit of elements from C([0; T ];V ) (the truncated series).

Similarly by direct calculations we have

jj@tu(t)jj2H =

1X
k=1

j@tak(t)j2
�2k

� C

1X
k=1

1

�k
;

for some positive constant C (depending on T ), and we conclude as before that

u 2 C1([0; T ];H).

3. Some observability estimates

In this section we �rst recall the (standard) direct and inverse inequalities for the

wave equation in a tree, obtained in [34, 24] for general hyperbolic systems using the

multiplier method or the method of characteristics and that easily follows in our case

using the multiplier method. Some hidden regularity for our system (1) and some

observability estimates for an associated one are secondly deduced. We then consider

the wave equation (
@2t ��A� = f in ]0; T [,

u(0) = �0; @tu(0) = �1 ,
(15)

where (�0; �1) belongs to V � H and f 2 L1(]0; T [;H). It is well known that this

system has a unique solution � 2 C([0; T ];V ) \ C1([0; T ];H). We now state the

so-called identity with multiplier which is the key identity for the direct and inverse

inequalities.

Lemma 3.1. Let T > 0 and let q : G ! R be a multiplier with the regularity qj 2
C1([0; lj ]), for all j = 1; � � � ; N . Then for all (�0; �1) 2 V �H and f 2 L1(]0; T [;H),

the solution � 2 C([0; T ];V ) \ C1([0; T ];H) of (15) satis�es

1

2

X
i2Iext

Z T

0

dji j�0ji (Ei; t)j2qji(Ei)�ji(Ei) dt (16)

+
1

2

X
i2Iint

X
j2Ni

Z T

0

(dj j�0j(Ei; t)j2 +mj j@t�j(Ei; t)j2)qj(Ei)�j(Ei) dt

=
1

2

NX
j=1

Z
QjT

q0j(mj j@t�j j2 + dj j�0j j2) dxjdt�
NX
j=1

mj

Z
QjT

fjqj�
0
j dxjdt

+

NX
j=1

mj

Z lj

0

@t�jqj�
0
j dxj

���T
0
:

Proof. This identity is obtained as follows: �rst multiply the restriction of the �rst

equation of (15) to the edge j by mjqj�
0
j , secondly apply some integrations by part
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in space and time as in Lemma I.3.7 of [26] for instance and thirdly take the sum on

j from 1 to N .

This lemma allows to obtain the direct estimate which proves the so-called hidden

regularity of @n� on the external boundary.

Lemma 3.2. Let T > 0, then there exists a positive constant c such that for all

(�0; �1) 2 V � H the solution � 2 C([0; T ];V ) \ C1([0; T ];H) of (15) with f = 0

satis�es X
i2Iext

Z T

0

ju0ji(Ei; t)j2 dt � c(T + 1)E0; (17)

where E0 = E(0) is the energy of the system at time t = 0 and we recall that

E(t) =
1

2
(jj@t�(t)jj2H + a(�(t); �(t))):

Proof. In the identity (16) we restrict ourselves to q identically equal to zero near

the interior nodes and such that

qji(Ei)�ji(Ei) = 1;8i 2 Iext;
which is always possible. Using the boundedness of qj and q

0
j we obtain

1

2

X
i2Iext

Z T

0

dji j�0ji(Ei; t)j2 dt �
C1

2

NX
j=1

Z
QjT

(mj j@t�j j2 + dj j�0j j2) dxjdt(18)

+ C1

NX
j=1

mj

Z lj

0

(j@t�j(xj ; 0)�0j(xj ; 0)j+ j@t�j(xj ; T )�0j(xj ; T )j) dxj ;

for some positive constant C1 (independent of T ). By the conservation of energy we

have

1

2

NX
j=1

Z
QjT

(mj j@t�j j2 + dj j�0j j2) dxjdt = TE0:

On the other hand by Cauchy-Schwarz's inequality, for t 2 [0; T ] we may estimate

NX
j=1

mj

Z lj

0

j@t�j(xj ; t)�0j(xj ; t)j dxj � C2E(t) = C2E(0);

for some positive constant C2 (independent of T ). Consequently we have

NX
j=1

mj

Z lj

0

(j@t�j(xj ; 0)�0j(xj ; 0)j+ (j@t�j(xj ; T )�0j(xj ; T )j) dxj � 2C2E0: (19)
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The above identity and the estimate (19) in (18) yield the conclusion.

Let us now pass to the inverse estimate.

Lemma 3.3. Let T > 0 and �x one exterior vertex Ei0 of G (called the root of G).

Then there exist a positive constant c0 and a positive time T0 which depend only on

lj , mj , dj and on the algebraic structure of G such that for all (�0; �1) 2 V �H the

solution � 2 C([0; T ];V ) \ C1([0; T ];H) of (15) with f = 0 satis�es

c0(T � T0)E0 �
X

i2Iextnfi0g

Z T

0

ju0ji(Ei; t)j2 dt: (20)

Proof. In the identity (16) we restrict ourselves to a multiplier q such that in the

left-hand side of (16) the contribution of the interior nodes is nonpositive and the

contribution of the node Ei0 is zero. So we look for q satisfying qji0 (Ei0 ) = 0 and for

all i 2 Iint: X
j2Ni

mjqj(Ei)�j(Ei) � 0; (21)

X
j2Ni

djqj(Ei)�j(Ei)j�j j2 � 0; (22)

for all (�j)j2Ni
such that X

j2Ni

dj�j(Ei)�j = 0:

The �rst condition comes from the fact that

X
j2Ni

Z T

0

mj j@t�j(Ei; t)j2qj(Ei)�j(Ei) dt =
Z T

0

j@t�(Ei; t)j2 dt
X
j2Ni

mjqj(Ei)�j(Ei);

since �(�; t) is continuous at Ei. The second condition comes from the fact that

X
j2Ni

Z T

0

dj j�0j(Ei; t)j2qj(Ei)�j(Ei) dt =
Z T

0

X
j2Ni

djqj(Ei)�j(Ei)j�0j(Ei; t)j2 dt;

and recalling that � satis�es (6).

To build such a q we classify the edges of G into generations: The �rst generation

is ji0 , the second generation is the edges (di�erent from ji0) which have a node in

common with ji0 , and by iteration the (i + 1)th generation is the edges which do

not belong to the ith generation and have a node in common with an edge of the

ith generation. On each edge j of the ith generation with i � 1, we now use the

parametrization �j such that �j(0) is a node belonging to the (i� 1)th generation if

i � 2 and �j(0) = Ei0 if i = 1.
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With these notation we �rst take

qji0 (x) = x;

which is nonnegative and clearly satis�es qji0 (Ei0) = 0. We now build q � 0 iteratively

(from generation to generation) in order to satisfy the conditions (21) and (22). But

we remark that these conditions are equivalent to the following ones: for all node Ei
between an edge k of the ith generation (which is unique) and the (i+1)th generation,

we require

mkqk(Ei) �
X

j2Ni;j 6=k

mjqj(Ei) (23)

dkqk(Ei)j�kj2 �
X

j2Ni;j 6=k

djqj(Ei)j�j j2 � 0; (24)

for all (�j)j2Ni
such that

dk�k =
X

j2Ni;j 6=k

dj�j :

This last condition (24) may be then equivalently written as

dkqk(Ei)

0
@ X
j2Ni;j 6=k

dj

dk
�j

1
A

2

�
X

j2Ni;j 6=k

djqj(Ei)j�j j2 � 0; (25)

for all (�j)j2Ninfkg. To eliminate these parameters �j , we use the estimate

0
@ X
j2Ni;j 6=k

dj

dk
�j

1
A

2

� C
X

j2Ni;j 6=k

d2j

d2k
�2j ;

which holds for a positive constant C which normally depends on the cardinal of the

set Ni n fkg and that we then estimate from above by a constant independent of that

cardinal and which depends on the number of edges of G.

Therefore (25) holds if we have

Cqk(Ei)
d2j

dk
� djqj(Ei);8j 2 Ni n fkg;

or equivalently

Cqk(Ei)
dj

dk
� qj(Ei);8j 2 Ni n fkg: (26)

In summary we are looking for q satisfying (23) and (26) at all nodes Ei between

an edge k of the ith generation and the (i+1)th generation. For that purpose we take

qj(x) = �(x+ 1);8j 2 Ni n fkg;
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for some � > 0 which depends on Ei and that will be �xed below. With this choice

we see that (since qj(Ei) = �) (23) and (26) are respectively equivalent to

mkP
j2Ni;j 6=k

mj

qk(Ei) � �;

Cqk(Ei)
dj

dk
� �:

Since we assume that qk is known (by inductive hypothesis) we see that the two above

conditions yield a �nite number of lower bounds to � and therefore such a � always

exists.

By induction we have built q.

Taking such a q in the identity with multiplier we have

1

2

NX
j=1

Z
QjT

q0j(mj j@t�j j2 + dj j�0j j2) dxjdt+
NX
j=1

mj

Z lj

0

@t�jqj�
0
j dxj

���T
0

(27)

� 1

2

X
i2Iextnfi0g

Z T

0

dji j�0ji (Ei; t)j2qji(Ei)�ji (Ei) dt:

We conclude by the estimate (19) and the fact that q0j are uniformly bounded from

below.

Using the direct and inverse estimates and the arguments of Theorem I.6.3 of [26],

we obtain the next (weak) observability estimates:

Lemma 3.4. For a 2 V 0 there exists a unique solution v 2 C([0; T ];H)\C1([0; T ];V 0)

of (
@2t v �Av = 0 in ]0; T [,

v(0) = 0; @tv(0) = a .
(28)

Moreover for T > T0 with T0 from Lemma 3.3, there exist two positive constants C1

and C2 depending on T such that

C1kakV 0 �
X

i2Iextnfi0g

kv0ji(Ei; �)kH�1(0;T ) � C2kakV 0 ; (29)

where, as usual, H�1(0; T ) is the dual space of H1
0 (0; T ).

Let us also give a consequence of the identity with multiplier to the solution u of

problem (1), namely the hidden regularity of @nu on the external boundary:

Lemma 3.5. Let u 2 C([0; T ];V ) \ C1([0; T ];H) be the unique solution of (1) with

datum aj in the form (3) or more precisely solution of (11) with datum a in the form
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(12). Then for all T > 0 and all i 2 Iext, u
0
ji
(Ei; �) belongs to L2(0; T ) with the

estimate X
i2Iext

ku0ji(Ei; �)kL2(0;T ) � C(kukC([0;T ];V ) + kukC1([0;T ];H)); (30)

for some positive constant C depending on T and aj .

Proof. We approximate a by a sequence of an 2 V such that

an ! a 2 V 0 as n!1: (31)

Namely for n large enough, we take an in the form

an =

NX
j=1

KjX
k=1

�jk�jkn;

where

�jkn(x) = n�(n(x � �jk));8x 2 [0; lj ];

with a �xed nonnegative function � 2 D(R) with a support in [�1; 1] and such thatR 1

�1
�(x) dx = 1. The above convergence property follows from the easily checked

property:

j
Z
R

n�(n(x � �jk))�(x) dx � �(�jk)j �
1p
n
k�0kL2(0;1);

valid for n large enough.

We further remark that for all eigenvectors �k0 , we may write

< an � a; �k0 > = (an; �k0)H� < a; �k0 >

=

NX
j=1

mj

KjX
k=1

�jk

 Z lj

0

�jkn(x)�k0j(x)dx � �k0j(�jk)

!

=

NX
j=1

mj

KjX
k=1

�jk

Z 1

�1

�(y)
�
�k0j(�jk +

y

n
)� �k0j(�jk)

�
dy:

Therefore by Lemma 2.1 we conclude that there exists a positive constant M (inde-

pendent of k0) such that

j < an � a; �k0 > j �M;8k0 = 1; � � � ;1: (32)

Let un be the solution of (11) with datum an, which, by spectral expansions,

satis�es

un 2 C2([0; T ];H) \ C1([0; T ];V ) \ C([0; T ];D(A)): (33)
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Furthermore by the property (31), the estimate (32) and Lebesgue's bounded conver-

gence Theorem, we have (see Theorem 2.2)

un ! u in C([0; T ];V ) \ C1([0; T ];H) as n!1: (34)

Due to the regularity (33) we can apply the identity with multiplier (16) from

Lemma 3.1 to un to get

1

2

X
i2Iext

Z T

0

dji ju0nji(Ei; t)j2qji(Ei)�ji (Ei) dt

+
1

2

X
i2Iint

X
j2Ni

Z T

0

(dj j�0j(Ei; t)j2 +mj j@tunj(Ei; t)j2)qj(Ei)�j(Ei) dt

=
1

2

NX
j=1

Z
QjT

q0j(mj j@tunj j2 + dj ju0nj j2) dxjdt�
NX
j=1

mj

Z
QjT

�(t)anjqju
0
nj dxjdt

+

NX
j=1

mj

Z lj

0

@tunjqju
0
nj dxj

���T
0
:

Choosing qj identically equal to zero in a neighbourhood of the points �jk for all

j; k, identically equal to zero in a neighbourhood of the interior vertices and such that

qji(Ei)�ji(Ei) =
1

dji
;8i 2 Iext;

the above identity becomes

1

2

X
i2Iext

Z T

0

ju0nji(Ei; t)j2 dt

=
1

2

NX
j=1

Z
QjT

q0j(mj j@tunj j2 + dj ju0nj j2) dxjdt

+

NX
j=1

mj

Z lj

0

@tunjqju
0
nj dxj

���T
0
;

for n large enough. By Cauchy-Schwarz's inequality we arrive at

X
i2Iext

Z T

0

ju0nji(Ei; t)j2 dt � C(kunk2C([0;T ];V ) + kunk2C1([0;T ];H));

for some positive constant C depending on T and qj (and then on aj).

We conclude by passing to the limit in n owing to the property (34) and Theorem

2.2.
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4. Uniqueness

We �rst recall Duhamel's principle (see for instance [36, 10]) which gives the relation-

ship between v solution of (28) and u solution of (1).

Lemma 4.1. Let u 2 C([0; T ];V ) \ C1([0; T ];H) be the unique solution of (1) with

datum aj in the form (3) or more precisely solution of (11) with datum a in the form

(12) and let v 2 C([0; T ];H)\C1([0; T ];V 0) be the unique solution of (28) with initial

speed a. Then

u(t) = (Kv)(t);8t 2]0; T [; (35)

where K is de�ned by

(K )(t) =

Z t

0

�(t� s) (s) ds;8t 2]0; T [; (36)

and is a bounded operator from L2(0; T ) into itself.

Proof. As in Lemma 3.5 we approximate a by a sequence of an 2 V satisfying (31)

and consider the solution un of (11) with datum an satisfying (33) and (34).

Similarly the unique solution vn of (28) with initial speed an satis�es

vn 2 C2([0; T ];H) \ C1([0; T ];V ) \ C([0; T ];D(A));

and by Lemma 3.4

vn ! v in C([0; T ];H) \ C1([0; T ];V 0) as n!1:

For un and vn, we clearly have

un(t) = (Kvn)(t);8t 2]0; T [; (37)

since we simply check that the right-hand side of this identity satis�es the same

problem than the left-hand side.

We conclude by passing to the limit in (37) using the continuity ofK from L2(0; T )

into itself and the above convergence of un (resp. vn) to u (resp. v).

For further uses, as in [10] we need to extend the above operator K to the space

H�1(0; T ) de�ned as the dual space of

0H1(0; T ) = fv 2 H1(0; T ) : v(T ) = 0g;

which is a Hilbert space with the norm

kvk0H1(0;T ) =

 Z T

0

j@tv(t)j2dt
!1=2

:
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As the identity mapping from H1
0 (0; T ) to 0H1(0; T ) is clearly continuous, its

adjoint operator Id? from H�1(0; T ) into H
�1(0; T ) is continous (but not injective).

In other words, for h 2 H�1(0; T ), we have

< Id?h; � >H�1(0;T )�H1

0
(0;T )=< h; � >H�1(0;T )�0H1(0;T );8� 2 H1

0 (0; T );

and moreover kId?hkH�1(0;T ) � khkH�1(0;T ). Note that Id
?h is simply the restriction

of h to H1
0 (0; T ).

We can now recall the following result (mainly) proved in [10]:

Lemma 4.2. If � 2 C1([0; T ]) satis�es (2) then the bounded operator K from L2(0; T )

into itself de�ned by (36) can be extended to a bounded operator from H�1(0; T ) onto

L2(0; T ) and satisfying

C1kK kL2(0;T ) � C1k kH�1(0;T ) � C2kK kL2(0;T );8 2 H�1(0; T ); (38)

for some positive constants C1; C2.

Proof. The extension property of K and the estimates in (38) are proved in Lemma

2 of [10] and are based on the identity

(K ; �0)L2(0;T ) = �( ; F�)L2(0;T ); (39)

valid for all  2 L2(0; T ) and all � 2 0H1(0; T ), where the operator F is de�ned by

(F�)(t) = �(0)�(t) +

Z T

t

�0(s� t)�(s) ds; 0 < t < T;

and is an isomorphism from 0H1(0; T ) onto itself.

The surjectivity property of K comes from the fact that the assumption (2) guar-

antees that the range of K as operator from L2(0; T ) into itself is equal to (owing to

the identity (6.3) of [36] and the change of variable ~t = T � t, see also section 7 of

[11])

fv 2 H1(0; T ) : v(0) = 0g:
Therefore the range of its extension is dense in L2(0; T ) and then equal to L2(0; T )

by its closeness, consequence of the estimate (38).

Since the estimate (29) from Lemma 3.4 is only valid for the H�1(0; T )-norm of

v0ji(Ei; �) we actually need to adapt the above Lemma to the space H�1(0; T ). For

that purpose we need to introduce the subspace of L2(0; T ):

�? = f� 2 L2(0; T ) : (�; �)L2(0;T ) = 0g;

which means that �? is the closed subspace of L2(0; T ) made of functions perpendic-

ular to �. We denote by P the orthogonal projection (in L2(0; T )) on �?. Now we

can state the
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Lemma 4.3. If � 2 C1([0; T ]) satis�es (2) then the bounded operator PK from

L2(0; T ) into itself can be extended to a bounded operator from H�1(0; T ) into L2(0; T )

and satisfying

C3kPK kL2(0;T ) � k kH�1(0;T ) � C4kPK kL2(0;T );8 2 H�1(0; T ); (40)

for some positive constants C3; C4.

Proof. Since H1
0 (0; T ) is a closed subspace of 0H1(0; T ), the restriction of the op-

erator F to W = F�1(H1
0 (0; T )) is an isomorphism from W into H1

0 (0; T ). By the

characterization of H1
0 (0; T ) we clearly have

W = f� 2 0H1(0; T ) : (F�)(0) = 0g:
Thanks to the identity

(F�)(0) = �(0)�(0) +

Z T

0

�0(s)�(s) ds = �
Z T

0

�(s)�0(s) ds;8� 2 0H1(0; T );

we equivalently have

W = f� 2 0H1(0; T ) :

Z T

0

�(s)�0(s) ds = 0g:

Now we introduce the di�erentiation operator

D : 0H1(0; T )! L2(0; T ) : � ! �0;

which is an isomorphism since for any � 2 L2(0; T ), the function � given by

�(t) = �
Z T

t

�(s)ds;

clearly belongs to 0H1(0; T ) and satis�es D� = �.

Therefore W can be characterized by

W = f� 2 0H1(0; T ) : D� 2 �?g: (41)

Let us now come back to our extension property: Fix � 2 L2(0; T ), then by the

usual embedding of L2(0; T ) into H�1(0; T ) we may write

k kH�1(0;T ) = sup
�2H1

0
(0;T );� 6=0

j( ; �)L2(0;T )j
k�0kL2(0;T )

:

As F is an isomorphism from W into H1
0 (0; T ) we then have

k kH�1(0;T ) � sup
�2W;� 6=0

j( ; F�)L2(0;T )j
k�0kL2(0;T )

:
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By the identity (39) we obtain

k kH�1(0;T ) � sup
�2W;� 6=0

j(K ; �0)L2(0;T )j
k�0kL2(0;T )

:

By the characterization (41) and the isomorphic property of D, we arrive at

k kH�1(0;T ) � sup
�2�?;� 6=0

j(K ; �)L2(0;T )j
k�kL2(0;T )

:

We conclude by the density of L2(0; T ) into H�1(0; T ).

Corollary 4.4. Let u 2 C([0; T ];V ) \ C1([0; T ];H) be the unique solution of (11)

with datum a in the form (12) and let v 2 C([0; T ];H) \ C1([0; T ];V 0) be the unique

solution of (28) with initial speed a. Then for all T > 0 and all i 2 Iext we have

Pu0ji(Ei; �) = PKv0ji(Ei; �) in L2(0; T ): (42)

Proof. As in Lemma 4.1 let un (resp. vn) be the solution of (11) (resp. (28)) with

datum an (resp. with initial speed an) with an 2 V satisfying (31).

For these solutions their regularity and Lemma 4.1 allow to write

u0nji(Ei; �) = Kv0nji(Ei; �) in L2(0; T ):

And therefore

Pu0nji(Ei; �) = PKv0nji(Ei; �) in L2(0; T ):

We conclude by passing to the limit in n and using Lemmas 4.3, 3.4 and 3.5.

We are now ready to formulate the uniqueness result:

Theorem 4.5. Let u1 (resp. u2) in C([0; T ];V )\C1([0; T ];H) be the unique solution

of (11) with datum a1 (resp. a2) in the form

< al; � >V 0�V=

NX
j=1

mj

Kl

jX
k=1

�ljk�j(�
l
jk);8� 2 V; l = 1; 2;

for some positive integers Kl
j, real numbers �ljk and points �ljk 2]0; lj [. Fix one

exterior vertex Ei0 of G and T > T0 with T0 > 0 from Lemma 3.3. If for all i 2
Iext n fi0g

(u1)0ji(Ei; t) = (u2)0ji(Ei; t);8t 2 (0; T );

as elements of L2(0; T ), then a1 = a2, or equivalently K1
j = K2

j , �
1
jk = �2

jk and

�1jk = �2jk.
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Proof. We remark that u = u1 � u2 satis�es (11) with datum a = a1 � a2 which is

still in the form (12). By the assumption we further have

u0ji(Ei; �) = 0 in L2(0; T );8i 2 Iext n fi0g:
This implies that

Pu0ji(Ei; �) = 0 in L2(0; T );8i 2 Iext n fi0g:
Therefore by Corollary 4.4 and Lemma 4.3 we get

v0ji (Ei; �) = 0 in H�1(0; T );8i 2 Iext n fi0g;
where v is the unique solution of (28) with initial speed a. The application of Lemma

3.4 allows to conclude that a = 0.

5. Stability

For �xed positive integers Kj ; j = 1; � � � ; N , we denote by

� = fA =
�
(�jk ; �jk)

Kj

k=1

�N
j=1

: �jk 2 R n f0g; �jk 2]0; lj [g:

The above uniqueness result implies that the mapping

� : �! (L2(0; T ))M : A :=
�
(�jk; �jk)

Kj

k=1

�N
j=1

! u0 := (u0ji(Ei; t))i2Iextnfi0g;

where u is the unique solution of (11) with datum a in the form (12), is injective.

The stability means that the inverse mapping ��1 : u0 ! A is continuous once � is

equipped with the natural distance

d(A1; A2) =

NX
j=1

KjX
k=1

(j�1
jk � �2

jk j+ j�1jk � �2jk j);

when

Al :=
��
�ljk ; �

l
jk

�Kj

k=1

�N
j=1

; l = 1; 2:

We actually will show a slightly weaker result than the continuity of this mapping

by only showing that the inverse of the restriction of � to the ball B(A; �) is locally

Lipschitz for some � > 0 small enough depending on A. Namely we take

� � 1

2
min
j;k 6=k0

j�jk � �jk0 j; (43)

� � 1

2
min
j;k

j�jk j; (44)

� � 1

2
min
j;k

j�jk � lj j; (45)

� � 1

2
min
j;k

j�jk j: (46)
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Under these assumptions we can prove the following conditional stability result:

Theorem 5.1. Fix one exterior vertex Ei0 of G and T > T0 with T0 > 0 from

Lemma 3.3. Suppose that A2 =

��
�2
jk; �

2
jk

�Kj

k=1

�N
j=1

is in � \ B(A; �) with � > 0

satisfying the above constraints. Then there exists a constant C depending on T ,

minj;k 6=k0 j�jk � �jk0 j and minj;k j�jkj such that

NX
j=1

KjX
k=1

(j�jk��2
jkj+j�jk��2jk j) � C(1+

p
�)

X
i2Iextnfi0g

ku0ji(Ei; t)�(u2)0ji(Ei; t)kL2(0;T ):

Proof. The proof of Theorem 4.5 clearly shows that

ka� a2kV 0 � C
X

i2Iextnfi0g

ku0ji(Ei; t)� (u2)0ji (Ei; t)kL2(0;T ): (47)

Therefore it remains to estimate from below the norm of a � a2 in V 0. For that

purpose we recall that

ka� a2kV 0 = sup
�2V;�6=0

j < a� a2; � > j
k�kV

;

and use appropriate test functions �. First we take

�
(jk)
j (xj) = �1(

xj � �jk

�
) on ]0; lj [;

�
(jk)
j0 = 0 if j0 6= j;

where �1 is a �xed function de�ned by

�1(x̂) =

8>>>>>>><
>>>>>>>:

�2(3=2+ x̂) if �3=2 < x̂ � �1,
x̂ if �1 < x̂ � 0,

�x̂ if 0 � x̂ < 1,

2(3=2� x̂) if 1 � x̂ < 3=2,

0 else.

With this choice we have

< a� a2; �(jk) > = �jk�
(jk)(�jk)� �2

jk�
(jk)(�2jk)

= �2
jk(�

(jk)(�jk)� �(jk)(�2jk));
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since �(jk)(�jk) = 0. By the �nite increment theorem and the fact that j�jk��2jk j < �,

we then obtain

j < a� a2; �(jk) > j = j�2
jk j
�

j�jk � �2jk j:

This estimate yields

j�2
jk jj�jk � �2jk j � �j < a� a2; �(jk) > j � �ka� a2kV 0k�(jk)kV ;

and leads to

j�2
jk jj�jk � �2jk j � C

p
�ka� a2kV 0 ; (48)

for some positive constant C since one readily checks that k�(jk)kV = Cp
�
.

From the fourth assumption on �, we have

j�2
jk j � m=2;

where m = minj;k j�jk j. These two estimates �nally give

j�jk � �2jk j �
2C
p
�

m
ka� a2kV 0 : (49)

Now we take

�
(jk)
j (xj) = �2(

xj � �jk

Æ
) on ]0; lj [;

�
(jk)
j0 = 0 if j0 6= j;

where Æ = 1
2 minj;k 6=k0 j�jk � �jk0 j and �2 in the form

�2(x̂) =

8>><
>>:

x̂+ 1 if �1 < x̂ � 0,

1� x̂ if 0 � x̂ < 1,

0 else.

With this choice we have

< a� a2; �(jk) > = �jk�
(jk)(�jk)� �2

jk�
(jk)(�2jk)

= (�jk � �2
jk)�

(jk)(�jk) + �2
jk(�

(jk)(�jk)� �(jk)(�2jk));

= (�jk � �2
jk) + �2

jk(�
(jk)(�jk)� �(jk)(�2jk)):

Therefore by the �nite increment theorem we obtain as before

j�jk � �2
jk j � j < a� a2; �(jk) > j+ 1

Æ
j�2
jk jj�jk � �2jk j;
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and by the estimate (48) we get

j�jk � �2
jk j � j < a� a2; �(jk) > j+ C

p
�

Æ
ka� a2kV 0 :

Since k�(jk)kV = C1p
Æ
for some C1 > 0, we have obtained

j�jk � �2
jk j � (

C1p
Æ
+
C
p
�

Æ
)ka� a2kV 0 : (50)

The estimates (47), (49) and (50) lead to the conclusion.

In the above theorem if like in [10] we are only interested in the stability of the

locations of the point sources, i.e. if we assume that �2
jk = �jk , then we can obtain

a more accurate estimate under less assumptions on �, namely we have the

Theorem 5.2. Fix one exterior vertex Ei0 of G and T > T0 with T0 > 0 from Lemma

3.3. Suppose that A2 =

��
�jk ; �

2
jk

�Kj

k=1

�N
j=1

is in � \ B(A; �) with � > 0 satisfying

(43) to (45). Then there exists a constant C depending on T , minj;k 6=k0 j�jk � �jk0 j
and minj;k j�jkj such that

NX
j=1

KjX
k=1

j�jk � �2jk j � C
p
�

X
i2Iextnfi0g

ku0ji(Ei; t)� (u2)0ji(Ei; t)kL2(0;T ):

Proof. It suÆces to take

�
(jk)
j (xj) = �2(

xj � �jk

�
) on ]0; lj [;

�
(jk)
j0 = 0 if j0 6= j;

with the same �2 as before and use the above arguments.

Remark 5.3. The constraints (44) and (45) could be suppressed but this requires

choices of more tricky test functions �(jk) and will modify the constants in the es-

timates of Theorems 5.1 and 5.2. We do not treat these cases for the sake of

simplicity.

6. Reconstruction

For the reconstruction of the point sources from boundary measurements we follow

the point of view of [36] which consists in using the following exact controllability

result:
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Lemma 6.1. Fix one exterior vertex Ei0 of G and T > T0 with T0 > 0 from Lemma

3.3. Then for every � 2 V , there exist unique controls vji 2 H1
0 (0; T ), i 2 Iext n fi0g;

such that the (weak) solution  2 C([0; T ];H) \ C1([0; T ];V 0) of8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

@2t  j(xj ; t)� dj
mj

 j"(xj ; t) = 0 in QjT ;8j = 1; � � � ; N ,

 (�; t) = 0 is continuous on G for all t 2]0; T [,P
j2Ni

dj
@ j
@�j

(Ei; t) = 0;8i 2 Iint;8t 2]0; T [,
 ji(Ei; t) = vji ;8i 2 Iext n fi0g;8t 2]0; T [,
 ji0 (Ei0 ; t) = 0;8t 2]0; T [,
 j(xj ; 0) = �j(xj); @t j(xj ; 0) = 0 in ]0; lj [;8j = 1; � � � ; N ,

(51)

satis�es

 (�; T ) = @t (�; T ) = 0: (52)

Proof. This is a direct consequence of Lemmas 3.2, 3.3 and 3.4 and of the Hilbert

Uniqueness Method of Lions [26, Th. I.6.4] (see for instance [34, 24, 18] for such

applications to networks). Note that  is only a weak solution of the system (51)

with the �nal conditions (52) in the sense that  is the unique solution of (using the

transposition method)

NX
j=1

mj

Z
QjT

 jfj dxdt = � < @t'(0); � >V 0�V (53)

�
X

i2Iextnfi0g

dji�ji(Ei) < '0ji(Ei; �); vji >H�1(0;T )�H1

0
(0;T );

for all f 2 L1(0; T ;H); '0 2 H;'1 2 V 0, where ' 2 C([0; T ];H)\C1([0; T ];V 0) is the

unique solution of (whose existence follows from Lemma 3.4)(
@2t ' = A'+ f in ]0; T [,

'(T ) = '0; @t'(T ) = '1 .

In view of Lemma 6.1 we can de�ne a bounded linear operator � : V ! H1
0 (0; T )

M ;

by

�! (vji )i2Iextnfi0g ;

whereM is the cardinal of Iext nfi0g and vji are the controls from the above Theorem

driving the system (51) to rest at time T .
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We further use the adjoint K?
L2 of the operator K as (bounded) operator from

L2(0; T ) into itself and which is given by (see section 6 of [36])

(K?
L2�)(t) =

Z T

t

�(s� t)�(s) ds; 0 < t < T;

for all � 2 L2(0; T ). By the assumption (2) we even have (see section 6 of [36])

R(K?
L2) =

0H1(0; T ):

Consequently for all  2 0H1(0; T ) there exists a unique � 2 L2(0; T ) solution of

(since kerK?
L2 = R(K)? = f0g)

K?
L2� =  ;

equivalently, � is solution of the Volterra equation of the �rst kind

Z T

t

�(s� t)�(s) ds =  (t); 0 < t < T:

We then de�ne the mapping � from 0H1(0; T ) to L2(0; T ) by

 ! � := � ;

when � is solution of the above integral equation. This means that

K?
L2� = Id on 0H1(0; T ): (54)

Now we can formulate our reconstruction result:

Theorem 6.2. Fix one exterior vertex Ei0 of G and T > T0 with T0 > 0 from Lemma

3.3. For all k = 1; � � � ;1 we de�ne

�k = ���k :

Let u 2 C([0; T ];V )\C1([0; T ];H) be the unique solution of (11) with datum a in the

form (12). Then for all k = 1; � � � ;1 we have

< a; �k >= �
X

i2Iextnfi0g

dji�ji(Ei)(u
0
ji
(Ei; �); (�k)ji)L2(0;T ); (55)

and then a may be reconstructed by

a =

1X
k=1

< a; �k > �k = �
1X
k=1

0
@ X
i2Iextnfi0g

dji�ji(Ei)(u
0
ji
(Ei; �); (�k)ji)L2(0;T )

1
A�k:
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Proof. Applying the identity (53) with ' = v, where v is the unique solution of (28)

with initial speed a we have:

< a; �k >= �
X

i2Iextnfi0g

dji�ji(Ei) < v0ji(Ei; �); (��k)ji >H�1(0;T )�H1

0
(0;T ) : (56)

To conclude we need to show that

< v0ji(Ei; �); (��k)ji >H�1(0;T )�H1

0
(0;T )= (u0ji(Ei; �); (�k)ji )L2(0;T ): (57)

Let us �rst prove that there exists hji 2 H�1(0; T ) such that

u0ji(Ei; �) = Khji ; (58)

and satisfying

< v0ji(Ei; �); � >H�1(0;T )�H1

0
(0;T )=< hji ; � >H�1(0;T )�0H1(0;T );8� 2 H1

0 (0; T ): (59)

Indeed the identity (58) clearly follows from Lemmas 3.5 and 4.2; moreover using

an approximation sequence of an as usual, the corresponding un and vn satisfy

v0nji (Ei; �)! hji in H�1(0; T ); as n!1;

due to Lemmas 3.5 and 4.2, while by Lemma 3.4 we have

v0nji(Ei; �)! v0ji(Ei; �) in H�1(0; T ); as n!1:

The identity (59) then follows from the two above convergence properties and the

continuity of the mapping Id? from H�1(0; T ) into H
�1(0; T ).

Now by the de�nition of �k and (54) we may write

K?
L2�k = K?

L2���k = ��k :

Therefore using (59) and the above identity, the left-hand side of (57) may be trans-

formed as follows

< v0ji(Ei; �); (��k)ji >H�1(0;T )�H1

0
(0;T ) = < hji ; (��k)ji >H�1(0;T )�0H1(0;T )

= < hji ;K
?
L2(�k)ji >H�1(0;T )�0H1(0;T );

and from the embeddings 0H1(0; T ) ,! L2(0; T ) ,! H�1(0; T ), we get

< hji ;K
?
L2(�k)ji >H�1(0;T )�0H1(0;T )= (Khji ; (�k)ji)L2(0;T ):

This proves (57) since the above right-hand side coincides with the right-hand side of

(57) due to (58).
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Remark 6.3. In [10] Bruckner and Yamamoto use another method for the recon-

struction of point sources in the real interval ]0; 1[. This method consists in solving a

�nite system of nonlinear equations but it relies on the fact that the series

1X
k=1

�k(x)�k(�)

�k
; for x; � 2]0; 1[

is di�erentiable in x 2 [0; �], this di�erentiability property being proved by computing

explicitly the above series by Fourier analysis, which is possible since �k = k2�2 and

�k(x) =
p
2 sin(k�x). In our case the calculation of the above series as well as its

di�erentiability cannot be easily obtained since the eigenvalues and eigenvectors are

not explicitly known and since �k behaves like k2 (the series of the derivatives being

not absolutely convergent). For the real interval ]0; 1[, our method gives an alternative

way to reconstruct the source a without any restriction on a, i.e., for any values of

the parameters in (12). The only drawback is that a is obtained as a Fourier series

which may converge slowly.
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