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Some properties of the best linear unbiased estimators in
multivariate growth curve models

Gabriela Beganu

Abstract The purpose of this article is to build a class of the bestlinenbiased estimators (BLUE)
of the linear parametric functions, to prove some necessadysufficient conditions for their existence
and to derive them from the corresponding normal equatishen a family of multivariate growth curve
models is considered. It is shown that the classical BLUBAkNfor this family of models is the element
of a particular class of BLUE built in the proposed mannere Tésults are expressed in a convenient
computational form by using the coordinate-free approachthe usual parametric representations.

Algunas propiedades de los estimadores lineales insesgado s Optimos de
los modelos con curva de crecimiento multivariantes

Resumen. El proposito del articulo es construir una clase de estores lineales insesgados 6ptimos
(BLUE) de funciones paramétricas lineales para demoatgamas condiciones necesarias y suficientes
para su existencia y deducirlas de las correspondientegieces normales, cuando se considera una
familia de modelos con curva de crecimiento multivarianBe demuestra que la clase de los BLUE
conocidos para esta familia de modelos es un elemento delase garticular de los BLUE que se
construyen de esta manera. Los resultados se presentarfemmao computacional adecuado usando
un enfoque que es independiente de las coordenadas y lasarfaciones parameétricas usuales.

1 Introduction

Experimental techniques which consider the response afdinidual over a period of time (or over dif-
ferent doses of some medicine) are generally named growtle @xperiments. Their representation by
growth curve models have been studied extensively in thealiire because of their general aplicability
(see [, 6, 8, 10, 11]). The MANOVA models include the multivariate growth curaedels but also the
profile analysis models. The main difference is that in thefifer analysis models the components of the
vector of responses can be interchangeable whereas thssaquis not possible in the growth curve models.

The purpose of this article is to derive a class of the BLUEm#dr parametric functions correspond-
ing to a family of multivariate growth curve models. Some egsary and sufficient conditions for given
estimable functions to be optimally estimable are provedithe BLUE of these functions are expressed
using a coordinate-free approach.

The article is structurated as follows: In Sect®a class of the BLUE of linear parametric functions is
derived in a family of multivariate growth curve models. Thare developed the properties of this set of
the BLUE proving some necessary and sufficient conditiontair existence in this set.
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The existence conditions for the optimal estimable paremfinctions corresponding to this class of
BLUE are given in Sectiof and the normal equations are also derived similarly for theegal linear
regression model. The results are applied to a particulaicelof this class of the BLUE and it is shown
that the maximum likelihood estimator (MLE)(which is tha#t squares estimatorl(], 3]) is a BLUE in
this class. Therefore the conclusion is that the classitalBknown for this family of linear models is the
element of this particular class of BLUE built in the propdseanner.

2 A Class of Blue

We consider a family of multivariate growth curve modelstie general form

E(Y)=ZBX' 1)
cov(Y)=QOx =V (2)

where the between-individuals and the within-individuasidin matrices” and X are knownn x r and

p x ¢ matrices of full column rank, respectively, aBds anr x ¢ matrix of unknown parameters. The rows
of the observation¥™ are assumed to be independently and identically distribwith zero mean and the
covariance matrixc. @ is ann x n symmetric and nonnegative definite (n.n.d.) matrix, whichld arise

in the context of some random effects.

In this paper there are used the following notatiofis; is the real vector space of all linear transforma-
tions onS to 7, whereS and7 stand for thes and¢-dimensional real inner product spaces, respectively;
L.+ is endowed with the inner produgt, E') = tr(AE’), whereE’ is the matrix of the adjoint operator
E; the Kronecker product of the operatotsc £, ; andB € L, ,, such tha{l A©B)X = AX B’ for all
X € L, s, is alinear transformation ofy,, s to £, +.

If we denote by

E=sp{ZBX'|B€ Ly, }
a linear subspace of a finite dimensional euclidian vectacsig C £, ,, and by
V=sp{V: K — K|V asymmetric and n.n.d mappihg

alinear subspace of a set of all symmetric mappings ffotm /C, then the model defined by the relatiod} (
and @) can be expressed as an element of thé/$ef, V) ([5]).

Corresponding t&Z(©.X, which is a linear operator on a finite dimensional Hilbedsp3 C £, . to
KC, the linear subspacgis the range o © X, € = R(Z©X).

Let Vp be a maximal element af (1, always exists iV [7]). ThenR(V) C R(V;) forall vV € V and
a new symmetric and n.n.d. operatdrcan be defined {]) such that

ECRW),  R(V)CRW)CRW) 3)
forall V € V. For the linear modell)), (2), operatodV satisfying the propertieS) can be
W =W+ (Z2Z2")OXX'). 4)
In the sequel it will be considered a parametric functienB), «, B € B thatis optimally estimable],
which means there exists an element K such that A,Y") is a BLUE of E(4,Y) and a class of these

BLUE is going to be built for the linear modél/ (£, V) defined by the relationd) and @).

Proposition 1  (A,Y) isaBLUE of E(A,Y) if and only if there exists an eleme#At € R(W') such that
(A1,Y)isaBLUE of E(A,Y).
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PROOF Let(A,Y) beaBLUE of E(4,Y) with A € K. Then there exisfl; € R(W) andA; € N(W)
(the null space of the operatdr), such thatd = A; + As.

SincelV satisfies the relationg), we obtain from Theorem Farkas-Minkowskbf that N (W) c £+
(the orthogonal complement ) and N (W) c N(V) forall V € V.

Using these relations we can write that

E(A)Y) = (A1,(ZOX)B) = E(A1,Y) (5)
and

cov ((A,Y),(A,Y)) = (A, VA)
= (A1 4+ A2, VAy) = (A1, VA) (6)
cov ((Al, Y)(Al, Y))

sinceW A, = 0impliesVA;, = 0foral V € Vand(Ay, VA;) = 0for Ay € £* if and only if
VA, € Eforall V € V. The last statement is the necessary and sufficient condjtien by Theorem
Lehman-Scheffé]] for (4;,Y") to be the BLUE ofE(4,,Y).

From the relationsg) and @) it follows that (4;,Y) with A; € R(W) is a BLUE of E(A;,Y) =
EAY),AceKk. N1

LetC be the class of the BLUE df(A4,Y) forall A € R(W).
Some properties df will be derived in the followings.

Proposition 2 (A,Y) € C if and only if
Ae R[W+(Z©X)] @)
whereW* is the Moore-Penrose inverse Bf.

PROOFR LetA € R(W). Then(A,Y) is a BLUE of E(A, Y') accordingly to Propositio. By Theorem
Lehmann-Scheffé the existence of the BLUE Y) is equivalent to the conditio A € £ forall V € V.
SinceR(ZZ'©X X') = &, it follows, using the propertieS), thatiV A € £. This implies thatV tW A e
W*(€), which means that

AeWT (&) =RWT(ZOX)]

It is known ([2]) that
P=P;0©OPx =2(Z2'2)'Z0X(X' X)X’

andM = I — P are the orthogonal projections onfoand£, respectively [ is the identity matrix of
corresponding orders).

Proposition 3 LetA € R[WT(Z©X)] and let

S(V) = (ZOX"YWHVMVWT(Z©X) (8)
be a_symmetric and n.n.d. mapping Brio B for all V' € V. Then(A,Y") is aBLUE of E(A,Y) if and
™ A€ RWHZOX)(I - S (V)S(V))]

whereS~ (V) is a symmetric generalized inverses(fi’) forall V € V.
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PROOF LetA =W (Z©X)B for someB € B. By Propositior2 and Theorem Lehmann-Scheffé this
meansthat’ A € £ forall V € V. Then we have that
MVW™*(ZOX)B =0
and this relation is equivalent (V) B = 0 for all V' € V, whereS(V) is given by 8).
SinceN|[S"(V)] = R[S(V)]+ = R[I — S=(V)S(V)] (by Theorem Farkas-Minkowski) we can write
thatA € RIWH(ZO©X)(I — S (V)S(V))], S(V) andS~ (V') being symmetric mappings for all € V.

|
Let{V4,...,V,,} be abasis ob.
Theorem 1 (A,Y) € Cifand only if
Ae RWHZO©X)I - S~5) (9)
where .
§=3" s (10)
i=1

PROOF There are used Propositiofis2, 3 and a property of the null space of symmetric and n.n.d.
mappings thatv(s) = N>, N[S(V;)]. H

3 The Optimal Estimable Parametric Functions

Similarly to the results known for the general linear regies model, the elements < 3 for which («, B)
is the optimal estimable parametric function will be ded\end thena, B) will be a BLUE of E(A,Y)
forall A € R(W) if B is a solution of the corresponding normal equations.

Proposition 4 The linear parametric functiofw, B) is optimally estimable for alB € 5 if and only if
a€ R[(ZOX" YW (ZOX)(I — S™85)]
wherelV ~ is a symmetric generalized inverself.

PrRoOOF Accordingly to Theoreni (A,Y) € C if and only if the relation ) holds, which means that
there exists a BLUE of the parametric functi@n B) if and only if

A=WHZ©X)I - S S)D (11)

for someD € B suchthatt(A,Y) = (a, B) forall B € 5.
This can be written as

WH(Z©X)(I - S~S)D,(Z©X)B)
= ((Z’©X"\W*(ZO©X)(I - S~S)D,B) = (o, B)
forall B € B if and only if
a=(Z'0X" W (ZO©X)I - S S)D (12)

for someD € B.
Since€ C R(W) we have tha ©X = WIWW~(Z©X), wherelV~ is a generalized inverse &V,
that can be chosen to be a symmetric matrix. Then we have that

(Z'/OX'WHZOX)=(Z/OX" YW WWTWW (Z©X)
= (Z’OX" YW WW (ZOX) (13)
= (Z'0X")W™ (Z©X)
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Theorem 2 If (4,Y) e C then(a, B) is aBLUE of E(A,Y)) ifand only if B is a solution of the equation
(I - S~ S)(Z'©X )W~ (ZOX)B = (I — S~S)(Z'©X)W~Y (14)

PROOF (a, B)isaBLUE of E(A,Y), A € R(W), ifand only if « can be expressed by the relatid®);
which means thatl verifies the equatioril) for someD < B. These statements manage to the relation

BE(e, B) = (0, B) = (Z©X"\WHZ©X)(I - S~S)D, B)

_ (Z©X)A. B)
( ,(Z©X)B)

or, equivalently, to the equality
(D, (I -S8)(Z©X""WH(Z©X)B) = (D,(I - S~ S)(Z’©X")W'Y)
for someD € B, which means that it is obtained the equatitd) (f we allow for the relation 13) and the

equality(Z’©X"\WTY = (Z/©0X")W-Y. 1

Example 1 Itis proved in[4] that aBLUE of E(Y") exists in the multivariate growth curve models defined
by the relations(1) and (2) independently on the between-individuals ma#fixThis statement can justify
the choice of the symmetric and n.n.d. operator define@)gs

W = I,01I, (15)

Then the operatoVV verifies the propertieg3).
In this case the operata¥ given by(10) becomes

= (Z Z'QZ-MZQZ-2> ©(X'X) = RO(X'X)

=1
whereV; = Q;©1,, i =1, ..., mis a spanning set foy, @); being a symmetric and n.n.d. matrixs= 1,
S m andMZ =1, — Py.
Then the corresponding equati@# is
(Z'Z2)©(X'X) - (R"RZ'Z)O(X'X)"X'XX'X|B
=[Z/0X' — (R RZOX'X)" X'XX'|Y
and a solution is given by A
B=(2'2)720X'X)" Xy (16)

which is the classicallLE and it is the same as the least squares estimatd?.of
It can be noticed thatw, B), with B determined abovél6), is an element of the clagsderived for a
certain choicg15) of the operatoit’.
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