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Relative rearrangement and interpolation inequalities

J. M. Rakotoson

Abstract. We prove here that the Poincaré-Sobolev pointwise inequalities for the relative rearrangement
can be considered as the root of a great number of inequalities in various sets not necessarily vector spaces.
In particular, new interpolation inequalities can be derived.

Reordenamiento relativo y desigualdades de interpolaci ón

Resumen. Mostramos que las desigualdades puntuales de Poincaré-Sobolev para el reordenamiento
relativo pueden ser consideradas como el origen de bastantes desigualdades sobre varios conjuntos que
que no necesitan ser espacios vectoriales. En concreto, es posible obtener nuevas desigualdades de inter-
polacíon.

1. Introduction

The Poincaŕe-Sobolev inequalities for the relative rearrangement called PSR property are revealed to be
a common root for a large class of Sobolev embeddings of normed spaces (see [17][15] [16]). These
inequalities can be summarized in the following definition for an open setΩ of RN

A subsetV of
⋃

16p6+∞
W 1,p(Ω) satisfies thePSR propertyif

1. ∀u ∈ V, u∗ ∈ W 1,1
loc (Ω∗), Ω∗ = (0, measure(Ω))

2. There is a measurable mapK : Ω∗ → [0, +∞[ such that :

−u′∗(s) 6 K(s) |∇u|∗u (s), for a.e.s, ∀u ∈ V.

Here,u∗ is the monotone decreasing rearrangement ofu, |∇u|∗u is the relative rearrangement of the
gradient|∇u| with respect tou. The mapK can depend onΩ, V .

It often happens thatu∗ is replaced by the average quantity

u∗∗(s) =
1
s

∫ s

0

u∗(t)dt

(see for instance the Lorentz spaces). Thus, we will show the followingnew result: If V satisfies the (PSR)
property then

−u′∗∗(s) 6 1
s

ess sup
06σ6s

[σK(σ)] · ( |∇u|∗u
)
∗∗(s), for a.e. s.
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Since
( |∇u|∗u

)
∗∗(s) 6 |∇u|∗∗ (s), the above inequality can be replaced by the following stronger in-

equality
−u′∗∗(s) 6 K̃(s) |∇u|∗∗ (s)

with K̃(s) =
1
s

ess sup
06σ6s

[σK(σ)].

For instance, ifV = W 1,p
0+ (Ω), thenK̃(s) = K(s) =

s
1
N−1

Nα
1
N

N

.

We have shown that ifρ is a norm on the set of all measurable functions onΩ∗ then the setV 1(Ω, ρ) ={
u ∈ V : ρ

( |∇u|∗u
)

< +∞
}

is included inL∞(Ω) provided that the constantρ′(K) is finite, we call

ρ′(K) the index of inclusion (see [17]). Here,ρ′ denotes the associate norm ofρ (see definition below).
More results can be found in the previous papers. As for the applications, we have used different norms, as
the Birnbaum-Orlicz norms that can be found in [10], or the norm in thesmall Lebesgue spaces(see [8],
[9]).

The definition of a norm, we use is the one in [4], but since we shall use some maps which are not
norms, we recall for convenience the :

Definition 1 A mapρ : L0(Ω∗) → R+ is said to be

1. definite if ρ(f) = 0 ⇐⇒ f = 0,

2. homogeneous if∀λ ∈ R, ρ(λf) = |λ| ρ(f),

3. monotone if 0 6 f 6 g =⇒ ρ(f) 6 ρ(g).

We always assume thatρ(f) = ρ
( |f | ) andρ is non trivial in the sense that there isf0 ∈ L0(Ω∗) : 0 <

ρ(f0) < +∞. Here,L0(Ω∗) denotes the set of all measurable functions onΩ∗.
If ρ satisfies 1,2,3 and the triangular inequality, then we say thatρ is a norm. We shall use the associate
norm ofρ defined

ρ′(f) = sup
{ ∫

Ω∗
|fg| (t)dt, ρ(g) 6 1

}
.

We also have exhibited examples of setsV satisfying the PSR property and to complete those previous
results, we shall give a new proof of the following theorem shown in [14]:

If Ω is a connected set,u ∈ W 1,1
loc (Ω) thenu∗ ∈ W 1,1

loc (Ω∗).

Nevertheless, the (PSR) is true even if the open setΩ is not connected. We shall provide an example of
such setΩ in the first paragraph. Moreover, it is possible to derive a (PSR) property for functions vanishing
partly on the boundary that is ifΩ is connected Lipschitz open bounded setΓ0 ⊂ ∂Ω with HN−1(Γ0) > 0
then the set

W 1,1
Γ0+

(Ω) =
{

v ∈ W 1,1(Ω), γ0v = 0 on Γ0, v > 0
}

satisfies the (PSR) property withK(s) =
s

1
N−1

Nσ
1
N

N

, s ∈ Ω∗.

Thus, theCα-rearrangement (see [12]) associated to a functionu ∈ W 1,1
Γ0+

(Ω) satisfies the Polỳa-Sz̈ego
type pointwise inequalities :

∫ s

0

|∇Cαu|∗ (σ)dσ 6
∫ s

0

(
|∇u|∗u

)
∗(σ)dσ 6

∫ s

0

|∇u|∗ (σ)dσ ∀s ∈ Ω∗.

These results are detailed in [17] and the arguments follows the one given in [15].
To complete the Sobolev inclusions, we will show the following general Poincaré-Sobolev inequality

for bounded domainΩ:
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If ρ0 is a convenient map onL0(Ω∗) (set of all measurable functions onΩ∗), then there is an numberρ0(b)
such that ifρ0(1)ρ0(b) is finite then

∀u ∈ V 1(Ω, ρ) ρ0

(
u∗ − u∗

( |Ω|
2

) )
6 ρ0(b)ρ

( |∇u|∗u
)
.

In particular,V 1(Ω, ρ) ⊂ L(Ω, ρ0) =
{

v : measurable, ρ0(v∗) < +∞
}

and if ρ is a Fatou norm

invariant under rearrangement then

ρ0(u∗) 6 ρ0(b)ρ(|∇u|∗) +
2
|Ω|ρ0(1) |u|1

for all u ∈ W 1(Ω, ρ) =
{

v ∈ V, ρ(|∇v|∗) < +∞
}

. We shall callρ0(b) an index numberas in [17].

To illustrate the above result, we will estimate the index number for Lorentz norms.
In the last paragraph, we show that one can obtain general interpolations inequalities for normed spaces

(or not) leading to some new interpolations in our knowledge, with explicit formulas on the interpolation

constants. For instance, we have :∀u ∈ W 1,N
0 (Ω), N ′ =

N

N − 1
6 p < +∞

|u|p 6
(

1

aNα
1
N

N

)a ∣∣∣|∇u|∗u
∣∣∣
a

N
|u|1−a

p−N ′ , with a =
N ′

p
.

Note that
∣∣∣|∇u|∗u

∣∣∣
N

6 |∇u|N andp−N ′ might be less than1, thus the quantity|u|p−N ′ is not a norm but

is finite. We thus recover the following interpolation frequently used inΩ ⊂ R2,

|u|4 6
(

1
π

) 1
4

|∇u|
1
2
2 |u|

1
2
2 , ∀u ∈ H1

0 (Ω).

If we replaceH1
0 (Ω) by W 1,2

Γ0
(Ω) =

{
v ∈ W 1,2(Ω) : γ0v = 0 on Γ0

}
the the inequality reads:

|u|4 6
(

1
σ2

) 1
4

|∇u|
1
2
2 |u|

1
2
2 , ∀u ∈ W 1,2

Γ0
(Ω).

σ2 can be computed for sectorial sets (see [12]).

2. Notations and preliminary results

Let Ω be an open set ofRN . For a measurable setE ⊂ Ω, we shall denote by|E| its Lebesgue measure.
We setΩ∗ =]0, |Ω| [. The distribution of a measurable function

u : Ω → I(u) =
(

ess inf
Ω

(u), ess sup
Ω

(u)
)
⊂ R,

is the mapmu : I(u) → R+ defined bymu(t) = |u > t| , t ∈ I(u). We always assume thatu > 0 if Ω is
unbounded. The functionu∗ called the monotone decreasing rearrangement ofu is the generalized inverse
of mu. To introduce the definition of the relative rearrangement of a functionv ∈ L1(Ω) with respect to a
functionu ∈ L1(Ω), we shall define onΩ∗:

w(s) =
∫

v(x)dx

u>u∗(s)

+

s−|u>u∗(s)|∫ (
v
∣∣
{u=u∗(s)}

)
∗
(σ)dσ

0
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wherev
∣∣
{u=u∗(s)} is the restriction ofv to the set{u = u∗(s)}. This is a general definition of the relative

rearrangement.

Property 1 LetΩ be a measurable subset ofRN .
(a) If Ω is bounded thenw ∈ W 1,p(Ω∗) :

(u + λv)∗ − u∗
λ

⇀
λ→0

dw

ds
in Lp(Ω∗)-weak if1 6 p < +∞ and inL∞(Ω∗)-weak-star ifp = +∞

.
(b) If Ω is unbounded then one has :

i) w ∈ W 1,p
loc ([0,+∞),

ii)
dw

ds
∈ Lp(0, +∞),

iii)
(u + λv)+∗ − u∗

λ
⇀

λ→0

dw

ds
in Lp(0, +∞)-weak if1 < p < +∞

(weak-star forp = +∞) and inL1(0,M)-weak,∀M finite.

Here,v ∈ Lp(Ω), u > 0 being inL1(Ω). In any case,
∣∣∣dw

ds

∣∣∣
Lp(Ω∗)

6 |v|Lp(Ω).

For the proof of property 1, one can consult [13], [5], [18].

Definition 2
The function

dw

ds
is called the relative rearrangement ofv with respect tou and is denoted byv∗u.

This notion was introduced first by Mossino and Temam [13], similar notion was used by Alvino and
Trombetti for bounded domains and the Naples school (see [1], [2], [6], [7] and references therein). The
part (b) of the above property comes from [5].

3. An alternative proof for the local regularity of the monotone
rearrangement and more results on the PSR property

We have shown the following local regularity in [14] :

Theorem 1 If Ω is an open connected set andu ∈ W 1,1
loc (Ω) thenu∗ ∈ W 1,1

loc (Ω∗).

Remark 1 In [14], it was assumed thatΩ can be decomposed asΩ =
⋃

j>0

Ωj , Ωj ⊂ Ωj+1, Ωj being

connected open bounded Lipschitz set. But it can be shown that any open connected set can be decomposed
as above (see [11]).¥

Here, we shall present a slightly different proof using a dyadic decomposition ofΩ.
PROOF OF THEOREM1 1st step. u∗ ∈ C(Ω∗).
Let s ∈ Ω∗. Sinceu∗ is monotone and continuous from the right, then the following quantities are finite

u∗(s) = lim
h>0, h→0

u∗(s + h), u∗(s−) = lim
h>0, h→0

u∗(s− h).

If u∗ was not continuous at the points thenu∗(s) < u∗(s−) and
|u∗(s) < u < u∗(s−)| = 0. But |u > u∗(s−)| > 0 and|u < u∗(s)| > 0. So as in [3], let us consider the
function

v(x) = max (u∗(s);min (u(x), u∗(s−))) =

{
u∗(s−) if u(x) > u∗(s−)
u∗(s) if u(x) 6 u∗(s) a.e inΩ
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Sinceu ∈ W 1,1
loc (Ω) thenv ∈ W 1,1

loc (Ω) and∇v = 0 a.e inΩ. So, on any ballB contained inΩ, v is
constant. SinceΩ is an open connected set,this implies thatu∗(s−) = u∗(s) which is a contradiction.

2ndstep. u∗ maps null set of[a, b], 0 < a < b < |Ω| into a null set.

We argue as in [14]. LetE ⊂ [a, b] with |E| = 0. Since the setEd =
{

s ∈ E : u′∗(s) exists and

is finite
}

is of a measure zero, we know (see [21], [20]) that|u∗(Ed)| = 0. It remains to show that

|u∗(E\Ed)| = 0. Let Du be the set of allt ∈ R such that|u = t| > 0 thusDu is at most countable, and

let us setI(u) =
(

ess inf
Ω

u, ess sup
Ω

u

)
. We have to show thatI1(u) =

{
t ∈ I(u) : m′

u(t) < 0
}

has the

same measure asI(u) andu∗(E\Ed) −Du is contained inI(u) − I1(u). To show the first statement, we

decomposeΩ into an union of countable cubes(Qj)j>0 with disjoint interior i.e
◦
Qj ∩

◦
Qk= ∅ if k 6= j.

We setuj = u|Qj restriction toQj , mj = muj andIj =
(

ess inf
Qj

u, ess inf
Qj

u

)
. Then,I(u) =

⋃

j

Ij and

m′
u(t) =

+∞∑

j=0

m′
j(t) a.e inR. But uj∗ ∈ W 1,1

loc (Qj∗) (see [21], [20]) thus
{

t ∈ Ij : m′
j(t) < 0

}
has the

same measure asIj so
∣∣∣
{

t ∈ I(u) : m′
u(t) < 0

}∣∣∣ = |I(u)|. If t ∈ u∗(E\Ed) −Du by the chain rule, we

necessarily havet ∈ I(u)−
{

t ∈ I(u) : m′
u(t) < 0

}
:

|u∗(E)| 6 |u∗(Ed)|+ |u∗(E\Ed)| = 0. ¥

But to have the local regularity ofu∗ and the (PSR) property, the domain do not need to be connected.
Here is an example of such a setV .

Theorem 2 LetΩ = Ω1∪Ω2 with for i = 1, 2, Ωi a bounded connected open set with Lipschitz boundary,
Ω1 ∩ Ω2 = ∅.
Let

W 1(Ω, |·|N,1) =
{

v ∈ W 1,1(Ω) :
∫

Ω∗
t

1
N |∇v|∗ (t)

dt

t
< +∞

}

V =
{

v ∈ W 1(Ω, |·|N,1), ess inf Ω1 v = ess sup Ω2
v or ess sup Ω1

v = ess sup Ω1
v
}

.

ThenV satisfies the (PSR) property.

PROOF. Let v ∈ V, vi = v|Ωi i = 1, 2. Assume thatess inf
Ω1

v = ess sup
Ω2

v (the proof is the same for the

other case). We have fors ∈ Ω∗

v∗(s) =

{
v1∗(s) if 0 6 s 6 |Ω1| ,
v2∗(s− |Ω1|) if |Ω1| 6 s 6 |Ω| .

Sincevi ∈ W 1(Ωi, |·|N,1) thusvi∗ ∈ W 1,1(Ωi∗), i = 1, 2 and with the conditionv1∗(|Ω1|) = v2∗(0),
we deduce thatv∗ ∈ W 1,1(Ω∗). According to the existence of PSR property given in [17], there are two
constantsQi > 0

Ki(s) = Qi max (s, |Ωi| − s)
1
N−1

, i = 1, 2, s ∈ Ωi∗
and

−v′i∗(s) ∈ Ki(s) |∇vi|∗vi
(s), s ∈ Ωi∗.

Since
∫
|∇v| dx

v>v∗(s)

=
∫
|∇v1| dx

v1>v∗(s)

+
∫
|∇v2| dx

v2>v∗(s)

, s ∈ Ω∗,
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we then have ifs 6 |Ω|1 , |∇v|∗v (s) = |∇v1|∗v1
(s) and if|Ω1| < s < |Ω|, |∇v|∗v (s) = |∇v2|∗v2

(s− |Ω1|).
Combining the above relation, we then have

−v′∗(s) 6
[
K̃1(s) + K̃2(s− |Ω1|)

]
|∇v|∗v (s), s ∈ Ω∗,

with

K̃1(s) =

{
K1(s) for 0 6 s 6 |Ω1, |
0 otherwise.

K̃2(s) =

{
K2(s) if 0 6 s 6 |Ω2|
0 otherwise. ¥

Let us now setu∗∗(s) =
1
s

∫ s

0

u∗(t)dt, s ∈ Ω∗, u : Ω → R measurable.

Theorem 3 LetV be a subset of
⋃

16p6+∞W 1,p(Ω) satisfying the (PSR) property. Then for allu ∈ V ,

−u′∗∗(s) 6 1
s

ess sup
06σ6s

[σK(σ)]
( |∇u|∗u

)
∗∗(s) a.es.

In particular,−u′∗∗(s) 6 1
s

ess sup
06σ6s

[σK(σ)] |∇u|∗∗ (s). We setK̃(s) =
1
s

ess sup
06σ6s

[σK(σ)].

PROOF. Let u ∈ V . By integration by parts, we have for alls ∈ Ω∗

1
s

∫ s

0

[u∗(t)− u∗(s)] dt =
1
s

∫ s

0

t |u′∗(t)| dt.

SinceV satisfies the (PSR) property, one deduces, using the Hardy-Littlewood inequality

u∗∗(s)− u∗(s) 6 1
s

∫ s

0

tK(t) |∇u|∗u (t) 6 sK̃(s)
(
|∇u|∗u

)
∗∗

(s).

But,

− d

ds
u∗∗(s) =

1
s

[u∗∗(s)− u∗(s)] ,

thus the two last relations give the result.¥

4. Index of inclusion and generalized Poincar é-Sobolev inequal-
ities for normed spaces

We assume in this paragraph thatΩ is bounded.

Theorem 4 For s ∈ Ω∗, we setI(s) =
[
min

(
s,
|Ω|
2

)
, max

(
s,
|Ω|
2

)]
and χI(s) its characteristic

function. LetV be a subset ofW 1,1(Ω) satisfying the (PSR) property associated to a functionK. For a
nontrivial normρ on L0(Ω∗) if ρ′ is its associate norm, we defineb(s) = ρ′

(
χI(s)K

)
, s ∈ Ω∗. Then, for

all homogeneous, monotone mapρ0 on L0(Ω∗) satisfying0 < ρ0(1) · ρ0(b) < +∞ we haveV 1(Ω, ρ) ⊂
L(Ω, ρ0). Furthermore, for allu ∈ V 1(Ω, ρ) :

inf
c∈R

ρ0(u∗ − c) 6 ρ0

(
u∗ − u∗

( |Ω|
2

))
6 ρ0(b)ρ

( |∇u|∗u
)
.
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The most usual inequalities are for those norms that are invariant under rearrangement.

Corollary 1 Under the conditions of theorem 4 ifρ is a Fatou norm invariant under rearrangement
andρ0(f) 6 ρ0(f − λ) + λρ0(1), ∀λ ∈ R, ∀f ∈ L0(Ω∗), then

ρ0(u∗) 6 ρ0(b)ρ
( |∇u|∗

)
+

2
|Ω|ρ0(1) |u|1 ∀u ∈ W 1(Ω, ρ). ¤

We first prove those theorems and then will give some examples of usual normsρ andρ0.
PROOF OF THEOREM4 Let u be inV 1(Ω, ρ) ⊂ V . By the (PSR) property we deduce that for alls ∈ Ω∗

∣∣∣∣u∗(s)− u∗

( |Ω|
2

)∣∣∣∣ 6
∫

Ω∗
χI(s)(σ)K(σ) |∇u|∗u (σ)dσ 6 ρ′

(
χI(s)K

)
ρ
( |∇u|∗u

)
.

If ρ0 is a monotone homogeneous map, we deduce :

ρ0

(
u∗ − u∗

( |Ω|
2

))
6 ρ0(b)ρ

( |∇u|∗u
)
.

♦
To eliminate the termu∗

( |Ω|
2

)
, one can observe the following inequality

2
|Ω|

∫ |Ω|

|Ω|
2

u∗(t)dt 6 u∗

( |Ω|
2

)
6 2
|Ω|

∫ |Ω|
2

0

u∗(t)dt.

Thus, ∣∣∣∣u∗
( |Ω|

2

)∣∣∣∣ 6 2
|Ω|

∫

Ω

|u| dx. ¥ (1)

PROOF OF COROLLARY1 Sinceρ is a Fatou norm invariant under rearrangement, we know thatρ
( |∇u|∗u

)
6

ρ
( |∇u|∗

)
. From theorem 4, we obtain by monotonicity, homogeneity ofρ0 and theρ0(u∗ − λ) >

ρ0(u∗) − λρ0(1), ρ0(u∗) 6 ρ0(b)ρ
( |∇u|∗

)
+

∣∣∣∣u∗
( |Ω|

2

)∣∣∣∣ ρ0(1), which gives the result, with the help

of relation (1). ¥

Definition 3 We shall callρ0(b) the index of inclusion associated toV 1(Ω, ρ).

Sometimes, one has information on the averageu =
1
|Ω|

∫

Ω

u(x)dx. One may replaceu∗

( |Ω|
2

)
by u.

That is,

Theorem 5 Under the same conditions as for the theorem 4, we have∀u ∈ V 1(Ω, ρ)

ρ0

(
u∗ − 1

|Ω|
∫

Ω

u(x)dx

)
6 [ρ0(b) + cuρ′(1)ρ0(1)] ρ

( |∇u|∗u
)
,

wherecu = Max
{

K(σ), σ ∈
[
min

(
|u > u| , |Ω|

2

)
,max

(
|u > u| , |Ω|

2

)]}
, u =

1
|Ω|

∫

Ω

u(x)dx.

PROOF. IntroducingI(u, s) =
[
min

(
s, |u > u| ), max

(
s, |u > u| )] andbu(s) = ρ′

(
χI(u,s)K

)
, s ∈ Ω∗

the same argument as in Theorem 4 leads to

ρ0

(
u∗ − u∗

( |u > u| )
)

6 ρ0(bu)ρ
( |∇u|∗u

)
.
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Sinceu∗
( |u > u| ) = u andρ(bu) 6 ρ0(b) + cuρ′(1)ρ0(1), we deduce the result.¥

Let us give a direct application of Theorem 4. For this, we consider an open bounded set with a Lipschitz
boundary. We recall that in that case, the setV = W 1,1(Ω) satisfies the (PSR) property withK(s) =
Qmax(s, |Ω| − s)

1
N−1, Q is a constant depending only onN andΩ (see [15], [16]). We shall denote by

Lp,q(Ω), 1 6 p 6 +∞, 1 6 q 6 +∞ the usual Lorentz space endowed with the following norm :

|f |(p,q) =





[∫

Ω∗

[
t

1
p |f |∗∗ (t)

]q dt

t

] 1
q

1 6 q < +∞,

sup
t

t
1
p |f |∗∗ (t) if q = +∞,

with |f |∗∗ (t) =
1
t

∫ t

0

|f |∗ (σ)dσ.

For the computation, we shall use also an equivalentquantity(not always a norm), which is

|f |p,q =





[∫

Ω∗

[
t

1
p |f |∗ (t)

]q dt

t

] 1
q

1 6 q < +∞,

sup
t

t
1
p if q = +∞.

If 1 6 q 6 p < +∞, the mapf → |f |p,q is a norm. Otherwise, it is a definite, monotone, homogeneous
map onL0(Ω∗).

We denote byW 1(Ω, |·|p,q) =
{

v ∈ L1(Ω) : |∇v| ∈ Lp,q(Ω)
}

. We then have

Theorem 6 Let1 6 p < N, 1 6 q 6 +∞. Then

W 1(Ω, |·|p,q) ⊂ Lp∗,+∞(Ω) with
1
p∗

=
1
p
− 1

N
.

Furthermore,∀u ∈ W 1(Ω, |·|p,q) one has:

i) If q 6= 1 then

∣∣∣∣u− u∗

( |Ω|
2

)∣∣∣∣
p∗,+∞

6 2
1

p∗ Q

(∫ +∞

1

(θ − 1)γθ−νdθ

)1− 1
q ∣∣∣ |∇u|∗u

∣∣∣
(p,q)

with γ + 1 =
q

p

p− 1
q − 1

, ν =
q

N

N − 1
q − 1

.

ii) If q = 1 then ∣∣∣∣u− u∗

( |Ω|
2

)∣∣∣∣
p∗,+∞

6 Qγ(N, p)
∣∣∣ |∇u|∗u

∣∣∣
(p,1)

whereγ(N, p) =
(N ′)

1
p′

(p′)
1

N′
(p′ −N ′)

1
p∗ , p′ =

p

p− 1
, N ′ =

N

N − 1
.

PROOF. We apply Theorem 4 withρ0 = |·|p∗,+∞, ρ(·) = |·|(p,q). Thenρ′(·) 6 p |·|p′,q′ ,
1
p

+
1
p′

= 1,

1
q

+
1
q′

= 1. Since|·|(p′,q′) 6 p |·|p′,q′ , it suffices to compute the quantityρ0

( ∣∣χI(·)K
∣∣
p′,q′

)
. By symmetry,
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we have to compute fors <
|Ω|
2

,
∣∣(χI(s)K

)
∗
∣∣
p′,q′

= b(s). But

(
χI(s)K

)
∗(σ) = Q(s + σ)

1
N−1χ

[0,
|Ω|
2 −s]

(s)

for s ∈ Ω∗ if 0 < s <
|Ω|
2

. Thus we have for0 < s <
|Ω|
2

b(s) = Qs
γ+1−ν

q′

(∫ |Ω|
2s

1

(θ − 1)γθ−νdθ

) 1
q′

,

with γ, ν as in the theorem. We have
γ + 1− ν

q′
= − 1

p∗
. SettingJ = Q

(∫ +∞

1

(θ − 1)γθ−νdθ

) 1
q′

, we

then have
b∗(s) 6 2

1
p∗ Js−

1
p∗ : |b|p∗,+∞ 6 2

1
p∗ J.

Applying Theorem 4, we get
∣∣∣∣u− u∗

( |Ω|
2

)∣∣∣∣
p∗,+∞

6 |b|p∗,+∞
∣∣∣ |∇u|∗u

∣∣∣
(p,q)

We get the result. ¥

Since
∣∣∣ |∇u|∗u

∣∣∣
(p,q)

6 |∇u|(p,q), we also have :

∣∣∣∣u− u∗

( |Ω|
2

)∣∣∣∣
p∗,+∞

6 2
1

p∗ J |∇u|(p,q) ,

which leads to the following result according to Corollary 1 of Theorem 4: ifq = 1 then b∗(s) 6
Qγ(N ; p)s−

1
p∗ with γ(N, p) as in the theorem. The same argument as forq 6= 1 leads to the following

result.

Corollary 2 We have :

|u|p∗,+∞ 6 2
1

p∗ J |∇u|(p,q) + 2 |Ω| 1
p∗−1 |u|1 ∀u ∈ W 1(Ω, |·|p,q).

Remark 2 The choice ofρ0 = |·|p∗,+∞ is just for computational case. In fact, if1 6 q < +∞, 1 6 p <
N , one can show using (PSR) property the following theorem (see [1] for an alternative proof).¥

Theorem 7 If 1 6 p < N, 1 6 q 6 +∞ then,

W 1(Ω, |·|p,q) ⊂>Lp∗,q(Ω),
1
p∗

=
1
p
− 1

N
.

Moreover, for allv ∈ W 1(Ω, |·|p,q), we have:

1. If γ0v = 0 on∂Ω then

|v|p∗,q 6 p∗

Nα
1
N

N

∣∣∣ |∇v|∗|v|
∣∣∣
p,q

6 p∗

Nα
1
N

N

|∇v|p,q if 1 6 q 6 p

and

|v|(p∗,q) 6 p∗

Nα
1
N

N

∣∣∣ |∇v|∗|v|
∣∣∣
(p,q)

+ (p∗)
1
q |Ω| 1

p∗−1 |v|1 if p < q 6 +∞
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2. If γ0v 6≡ 0 on∂Ω then there existsc2 > 0 depending onp, q, Ω, N andQ such that

∣∣∣v − v∗

( |Ω|
2

) ∣∣∣
(p∗,q)

6 c2

∣∣∣ |∇v|∗|v|
∣∣∣
(p,q)

.

We prove only part 1 of the Theorem 7 since the second follows the same idea.
PROOF OF PART1 OF THEOREM7 Let 1 6 q 6 p. By integration by parts and using the (PSR) property,
we have, foru = |v| with γ0u = 0 :

∫

Ω∗
t

q
p∗−1u∗(t)qdt = p∗

∫

Ω∗
t

q
p∗ u∗(t)q−1 |u′∗| (t) 6

6 p∗

Nα
1
N

N

∫

Ω∗
t

1
N |∇u|∗u (t)u∗(t)q−1t

q
p∗−1dt.

Applying the Ḧolder inequality to the last integral, we get after simplification and the utilization of the
Hardy-Littlewood inequality :

|v|p∗,q 6 p∗

Nα
1
N

N

(∫

Ω∗
t

q
p−1 [|∇u|∗u (t)]q dt

) 1
q

6 p∗

Nα
1
N

N

∣∣∣ |∇u|∗u
∣∣∣
p,q

.

Since the mapf → |f |p,q is a Fatou norm invariant under rearrangement, one deduces
∣∣∣ |∇u|∗u

∣∣∣
p,q

6
|∇u|p,q. Since this last property is not true forp < q, we replaceu∗ by u∗∗. Let p < q < +∞. By
integration by parts and theorem 3, one has as before

∫

Ω∗
t

q
p∗−1u∗∗(t)qdt 6 p∗

q
|Ω| p∗

q u∗∗
( |Ω| )q+

+
p∗

Nα
1
N

N

∫

Ω∗
t

1
N

(
|∇u|∗u

)
∗∗

(t)u∗∗(t)q−1t
q

p∗−1dt.

Using Hölder inequality and the Young inequality, we have

∫

Ω∗
t

q
p∗−1u∗∗(t)qdt 6 p∗ |Ω| q

p∗ u∗∗
( |Ω| )q +

(
p∗

Nα
1
N

N

)q ∣∣∣ |∇u|∗u
∣∣∣
q

(q,p)
.

From which we get the result. Notice that, we always have
∣∣∣ |∇u|∗u

∣∣∣
(p,q)

6 |∇v|(p,q).

The proof of part 2 is similar. ¥

The casep > N can be deduced from Theorem 4 withρ0(·) = |·|∞. Applying the Corollary 1 of
Theorem 4, we have

|v|∞ 6 pQ

( |Ω|
2

) 1
N− 1

p

|∇v|(p,1) +
2
|Ω| |v|1 ∀v ∈ W 1(Ω, |·|p,1), p > N.

Moreover, using the (PSR) property forW 1,1
(
B(x, r)

)
, B(x, r) ⊂ Ω, one has

oscB(x,r)v 6 α
1− 1

p

N

αN−1
|∇v|Lp,1(B(x,r)) · r1−N

p .
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5. General interpolations of Gagliardo-Nirenberg type

We have the following interpolation theorems:

Theorem 8 Let ρ be a non trivial norm onL0(Ω∗). Let V+ ⊂ L0
+(Ω∗) satisfying the (PSR) property

associated toK. Then,∀u ∈ V 1
+(Ω, ρ) =

{
v ∈ V+, ρ(|∇v|∗v) < +∞

}
and for all q ∈]0,∞[,

ρ0(u∗) 6 q
1
q ρ

(|∇u|∗u
) 1

q ρ0

[(
ρ′

(
Kuq−1

∗ χI(q,s)

) ) 1
q
]
.

Wheneverρ0 is a monotone, homogeneous map fromL0(Ω∗) into R+ andI(q, s) = [s, |Ωq|] with

|Ωq| =
{
|Ω| if q > 1,

|u > 0| if 0 < q < 1.

Corollary 3 Assume thatΩ is an open bounded set ofRN , N > 2. If N ′ 6 p < ∞ then for all
u ∈ W 1,N

0 (Ω)

|u|p 6
(

1

aNα
1
N

N

)a ∣∣∣ |∇u|∗u
∣∣∣
a

N
|u|1−a

p−N ′ .

If furthermoreΩ is connected and Lipschtiz then for allu ∈ W 1,N
Γ0

(Ω) =
{

v ∈ W 1,1(Ω), v = 0 on Γ0

with Γ0 ⊂ Ω, HN−1(Γ0) > 0
}

then

|u|p 6
(

1

aNσ
1
N

N

)a ∣∣∣ |∇u|∗u
∣∣∣
a

N
|u|1−a

p−N ′ , with a =
N ′

p
.

Remark 3 Herep−N ′ may be less than 1. ¥

PROOF OF THEOREM8 Let u ∈ V 1
+(Ω, ρ). Then,

−u′∗(s) 6 K(s)|∇u|∗u(s) a.e.

From which we derive that∀s ∈ Ω∗,

uq
∗(s) 6 q

∫

Ω∗
|∇u|∗u (t)K(t)uq−1

∗ (t)χI(q,s)(t)dt.

Then, usingρ andρ′, one deduces

u∗(s) 6 q
1
q ρ

(|∇u|∗u
) 1

q

(
ρ′

(
Kuq−1

∗ χI(q,s)(·)
)) 1

q

.

Sinceρ0 is a monotone, homogeneous map then

ρ0(u∗) 6 q
1
q ρ

(|∇u|∗u
) 1

q ρ0

[(
ρ′

(
Kuq−1

∗ χI(q,s)(·)
)) 1

q

]
. ¥

PROOF OF THE COROLLARY3 We may assume thatu > 0, we chooseρ0(·) = | · |p, qN ′ = p. Since

K(s) =
s

1
N−1

Nα
1
N

N

, for W 1,N
0+ (Ω), s ∈ Ω∗, we deduce from Theorem 8

|u|p 6
(

q

Nα
1
N

N

) 1
q ∣∣∣ |∇u|∗u

∣∣∣
N

(∫

Ω∗
ds

∫ |Ω|

s

t−1up−N ′
∗ (t)dt

) 1
p

.
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By Fubini theorem and settinga =
N ′

p
, we deduce the result.¥

ForW 1,N
Γ0+

(Ω), K(s) = s
1
N
−1

Nσ
1
N
N

the result follows arguing as above.

Remark 4 If Ω ⊂ R2, p = 4 then

|u|4 6
(

1
π

) 1
4

|∇u|
1
2
2 |u|

1
2
2 , ∀u ∈ H1

0 (Ω),

|u|4 6
(

1
σ2

) 1
4

|∇u|
1
2
2 |u|

1
2
2 , ∀u ∈ W 1,2

Γ0
(Ω).

Other interpolation inequalities can also be derived.

Using [18], [19], we have the PSR property for weighted Poincare Sobolev sets, or for measures other
than Lebesgue measure. Thus, interpolation inequalities associated to those spaces can be obtained (see
[17]). ¥
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