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MULTISTAGE INTERCONNECTION NETWORKS
IN MULTIPROCESSOR SYSTEMS.
A SIMULATION STUDY.

VICTOR LOPEZ DE BUEN

Facultat d’Informatica de Barcelona

The principal modelling and simulation features of multistage tnter-
connection networks operating in packet switching are discused in this
paper. The networks studied interconnect processors and memory
modules in multiprocessor systems. Several methods are included to
increase the bandwidth achievable with this kind of networks. Besides
ustgn network buffering, the possibility of having queues of requests at
the memory modules 1s considered. Network conflicts can be reduced
using a second network to return requests from the memory modules.
The connection of more than one processor or memory module to each
of the multistage network tnput or output lines allows the interconnec-
tion of large multiprocessor systems using small multistage networks.
This 15 implemented using a single shared bus connection. The effec-
tive bandwidth of these networks 1s compared to that of circutt switch-
1ng multistage networks and Crossbar. Simulation results reflect an
important improvement in network perfomance.

Keywords: Interconnection networks, perfomance analysis, packet
communication, multiprocessor systems, simulation.

1. INTRODUCTION

Multistage interconnection networks have been widely proposed for multi-
processor systems, specially in SIMD architectures {15,16]. Digit—controlled
type are the most commonly used. Processor requests are routed through this
networks according to certain digit (bit) of the destination address at each stage
of the network. This provides a very-simple request routing that allows local
control at each switch with no need of external or global control in the network.

—V. Lépez de Buen - Facultat d’Informatica de Barcelona - Pau Gargallo, 5 - Barcelona.
—Article rebut el setembre de 1986.
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Moreover, the low cost of network components gives a better perfomance per
cost than Crossbar as the number of processors and memory modules increases
[13]. This class of multistage networks are also known as Delta networks [13,1]
or as Shuffle/Exchange networks [6,12], and includes several networks that have
been proposed as special cases. Some of them are: Omega [7], Indirect Binary
n-cube [14], Cube [15] and Baseline [19].

Packet communication improves the bandwidth achievable with multistage
networks [1,5]. It is obtained including queues (buffers) of requests in the basic
switching modules at each stage of the network. Computers designed under this
concept are HEP [17] and NYU [3]. Two more methods to increase network
bandwidth are suggested in this paper: the blocking of requests in the last stage
is reduced including queues at each memory module, and a second network is
used to route back the requests from memory modules to processors to avoid
the conflicts among going and returning requests.

Packet switching also permits the connection of several processors to the
multistage network input lines or several memory modules to each of the output
lines [9]. This provides the advantage of connecting a large number of processors
and memory modules using a quite small interconnection network. The loss
in effective bandwidth is not too large and in some cases bandwidth increases
with this configurations.

The complexity of this kind of systems makes very difficult the analytical
analysis, so simulation becomes an indispensable tool. A simulator has been
developed to study all of these interconnection alternatives. The simulator
and some preliminary results have been presented before in [8]. In that pa-
per smaller multiprocessor systems are studied and only the two smallest basic
switching modules are considered. The parametric design of the simulator per-
mits a very fickle analysis of this family of networks by changing the number
of processors or memory modules, interstage interconnection patterns, basic
switching elements size, number of buffers, loading conditions, statistical eval-
uation methods, etc. In the last section of this paper an analysis of simulation
results for the perfomance of different networks is presented.

2. NETWORK MODELLING.

Multistage interconnection networks are constructed from cascaded stages
to divide the task of permutation in the network into several sub—tasks of
lower complexity. Each stage consists of a set of basic switching modules that
represent itselves a small crossbar network. The outputs of the switches of
each stage are routed to the inputs of the next stage switches through some
interstage wiring pattern that defines the network topology (Omega [7], Indirect
binary n—cube [14], etc. ).
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This kind of networks are termed digit—controlled since each switching mod-
ule is controlled by a single digit from the destination address. In practice, the
base of the digits required for module control must be a power of 2 and the size
of the modules cannot be very large due to cost and technological limitations
[13]. This suggested the implementation of 2 x 2, 4 x 4 and 8 x 8 modules as
the only three possible sizes in the network. These switches can connect any
of the input lines to any of the output lines with the restriction that two or
more input lines cannot be connected to the same output line at the same time.
When two or more input lines have requests that attempt to pass through the
module to the same output line a conflict is produced. In this case, one of the
requests is equiprobably selected and passed while the others wait to the next
cycle. The principal characteristics of these networks are:

— The network has N input and output lines and there is an unique path
from each input line to each output line.

— All basic switching modules are identical and its size is b x b. The value
of b can be 2, 4 or 8.

— Each stage in the network has N/b switching modules.

— The number of stages in the network is Log,V, so it is not possible to
connect N input lines in the network with N output lines when N is
not a power of b.

The switching modules can store a fixed number of waiting request in queues
at their input lines so the network is able to work in a packet communication
environment. Packet communication reduces the blocking probability in the
network and permits the connection of more than one processor to each of the
multistage network input lines or more than one memory module to each of the
output lines. This can be implemented using a single shared bus connection
[18], and allows working with a great number of processors and memory mod-
ules interconnected with a relative small multistage network. Shown in figure 1
is an interconnection general diagram of multistage networks with 2 x 2 switch-
ing modules. The number of input and output lines in the network is N and
it can be connected to each input line X processors and to each output line a
number Y of memory modules. So we can connect this way N x X processors
and N x Y memory modules with a multistage network of Z stages. Z equals

Log, N.

To denote a multiprocessor system with this characteristics we can use a
triplet: processors/network/memory modules, based on that described in [18].
The general representation of the configuration of the system is X/N x M
NETb/Y. X, N and Y are shown in figure 1 and have been described before.
M represents the number of network output lines, which equals N (balanced
networks) in all the networks analysed in this paper. NET is the multistage
network configuration used and b is the size of network switching modules (bxb).
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FIGURE 1. General diagram of interconnection using multistage networks with 2x 2 switch-

ing modules.
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As an example, consider a system with 16 processors and 32 memory modules.
If an 8 x 8 indirect binary n—cube network [14] is used (in this case, we can
only use 2 x 2 network modules) we have: 2/8 x 8 INDCUBE2/4.

It is necessary to establish a set of assumptions about the operation of the
networks in order to model the system:

- Requests are information packets which contain both the data to be trans-
fered and the labels of both the memory module to which the data are to be
passed and the originating processor.

~ Each processor generates random and independent requests uniformly dis-
tributed over all memory modules. Every time a processor receives a return-
ing request sends a new one in the next cycle (or with a probability p < 1,
which represents the internal processing time). Once a processor has sent a
request it is not able to send another until the last one is back. If a request
cannot be accepted in any cycle, the processor will be blocked and will keep

the same request for sending in the next cycle or succeeding cycles, until
served.

— The time unit in the system is the switching cycle which can be either in a
network module or in a single bus connection.

— Each request needs only one access to a single memory module. The service
time of a request in a memory module is a constant value and a multiple of
the switching cycle. Memory modules can admit (or not) requests stored in
queues (buffers) when this requests are blocked at the input of the memory
module (memory module is busy) or at the output of the module when the
network cannot accept the returning request in that moment.

—~ When a conflict is produced in an interstage connection in the network be-
tween requests going to and returning from the memory modules we can
choose among two arbitration policies:

- Memory modules priority. Priority is conceded to the requests that
return from the memory modules.

— Processors priority. In this case, pass priority is assigned to requests
going to the memory modules.

— Tt is possible to use a second network for routing the requests that finish
their stay time in memory back to their originating processors. This avoid
the conflicts mentioned before increasing system efficiency.

3. THE SIMULATOR

The simulator is written in Fortran IV language and it has been designed
under a modular concept that allows differentiating the diverse calcul stages
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during the simulation. This facilitates further adaptations of interest. The
simulation of interconnection networks has an special purpose in analysing
different alternatives in the pass of the information through the network [10].
Accordingly, the simulator works around a set of paremeters whose value can
be changed in consecutive simulations in order to make comparative analysis.
There are two kind of parameters: to modify the behavior of the network and
to control the simulation.

The set of the principal parameters used in simulation analysis can be sepa-
rated in five groups to explain their specific functions. Most of these parameters
have default values in the simulator that can be modified in successive simula-
tions.

1) Network structure. There are several parameters for defining the struc-
ture of the network, like the number of processors and memory modules used
in the system, the number of input and output lines of the network, the size
of the basic switching modules, the interstage interconnection patterns. There

are several configurations of multistage interconnection networks proposed by
the simulator.

2) Network operation parameters. This parameters have a direct influ-
ence in the traffic of the requests through the network. The emission of new
requests is a function of the internal processing, the return of the requests from
memory modules is controlled by the service time, memory modules can accept
(or not) requests in queues of variable size, and the number of buffers in the
queues of the network switching modules can be changed.

3) Network analysis ways. There are three different ways to study the
model of the network employed:

a) Requests go through the network going to the memory modules and
returning from them. In this case a pass priority must be assigned to
solve conflicts among requests going and returning.

b) Requests do not return through the network. Processors send new re-
quests without waiting for previous ones.

¢) Requests return from memory modules using a second network to avoid
conflicts with the going requests.

4) Statistical evaluation parameters. The simulator incorporate sev-
eral output analysis methods that are used according to the value of certain
parameters. Simulation length, transient behavior and the precision in confi-
dence intervals estimation are also controlled in a parametric way.

5) Parameters for the random number generation. The simulator
provides six streams of random numbers that can be assignated to different
parts of the model calculus, and proposes six seeds for these streams whose
values can be changed by the user if wished.
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4. SOME SIMULATION ASPECTS.

Three different methods for output data analysis were included in the sim-
ulator: Independent Replications, Batch Means and Spectrum analysis. The
incorporation of the Regenerative method [4] was considered, but regenera-
tion points are very difficult to detect in this kind of networks that generate a
large number of different states. Independent replications method {2] consists
in carrying out several independent simulations and obtaining average values
among them. In batch means method [2] the simulation is divided in batches of
the same size and average values are considered. Spectrum method estimates
the effect of correlation among the elements of the sample. Spectrum analy-
sis demostrated being the best method in an accuracy per simulation length
estimation, so all the results presented here have been calculated under this
method. The algorithm used is that suggested in [1]. The three methods as-
sume that data collection begins at a point in which initial conditions no longer
influence behavior (steady state), so it is very important to be sure when that
point is reached during the simulation. The method used in the simulator to
evaluate this transient state is based on the comparison of sets of near partial
results considering both the magnitude and the variation of the differences.

The principal perfomance measure used in interconnection networks is that of
expected bandwidth (EBW): the mean number of accesses to memory modules
in a processor cycle. In the simulation it is evaluated as:

(1) EBW = ACC x CYREQ / TOTCYC

2) CYREQ = (NST x 2) + CYMEM

ACC is the number of successful accesses, CYREQ is the minimum number
of cycles for a request to complete its round trip through the system (processor
cycle), and TOTCYC is the total number of cycles simulated. CYMEM is
the average number of cycles a request stays in a memory module, and NST
is the number of stages. NST equals the number of stages in the multistage
network when there is only one processor connected to each of the network
input lines; but when two or more processors are connected, NST is increased in
one stage due to the single bus necessary to establish the connection. Expected
bandwidth can also be calculated using the mean time (mean number of cycles)
a request needs to travel through the network (mean request interarrival time).
If TIREQ is this mean time and PRO the number of processors:

(3) EBW = PRO x CYREQ / TIREQ
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Packet switching in multistage networks forces the use of a relative mea-
sure for comparison among this networks and single stage networks (or circuit
switching multistage networks). Relative expected bandwidth is defined as:

(4) EBWr = EBW x (CYMEM + 2) /CYREQ

The value of CYREQ for a single stage network is of course CYMEM + 2.

5. SIMULATION RESULTS.

In this section various interconnection options for a 64 X 64 multiprocessor
system (64 processors and 64 memory modules) are analysed. SIRI simulator
[8] allows a wide variety of interconnection possibilities and the most repre-
sentative of them are presented here. Relative expected bandwidth (EBWr) is
shown in the following figures as a function of memory modules service time
(CYMEM). This parameter has a direct influence in network bandwidth when
the system is working in packet communication and it is independent respect
circuit switching networks because in this case processor requests are synchro-
nized. The constant values of bandwidth for Crossbar and circuit switching
Omega network are included for comparison. The network configuration drawn
is indicated in the figures using letters. The relation used is the following:

a) 8/ 8x8 OMEGA2 /8.
b) 8/ 8x8 CROSSBAR /8. 141)
) 4/16x 16 OMEGA2 /4. 4+1)

4 stages |
2 (
5 (

) 4/16 x 16 OMEGA4 /4. 3 stages (2+1)
6 (
6 (
3

3+1)

stages

o

stages

=¥

1]

) 2/32x320MEGA2 /2. 5+1)
) 1/64x640MEGA2 /1. 6 +0)
g) 1/64x64 OMEGA4 /1. stages (3 +0)
h) 1/64x64 OMEGA8 /1. 2 stages (2+0)

stages

ls)

stages

Between parenthesis is indicated the number of stages in each interconnection
system adding the stages of the multistage network plus the stage of the single
bus (when needed) used to connect more than one processor to each input line.

Omega network [7] is used in this analysis due to its great acceptance
[1,5,13,18], but simulation results using other networks (like indirect binary
n—cube [14], Baseline [19], etc. ) indicate that all of them has approximately
the same perfomance in the environment considered. This agrees with men-
tioned in [1] and [13] about Delta networks. In fact, in [15] is shown that
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Omega network and Indirect binary n—cube network can be made equivalent
by an address transformation.

The results reported in this section were carried out varying the values of
the following parameters:

1) The service time of the memory modules (average number of cycles a
request must stay in memory).

o

The size of the network.

w

The size of network switching modules.

'S

)
)
) The queue size of the network modules.
)

=4

The queue size of the memory modules.

Processors pass priority demostrated being the best alternative when a con-
flict is produced among two requests in the interstage connections (one going
to the memory modules and another returning); so the results presented in this
paper were obtained under this kind of priority.

Spectrum method was used for estimating confidence intervals of results and
the accuracy considered for this intervals was 95%. The simulation lenght was
evaluated as a function of minimum turn around time of requests. The results

obtained this way were always around a confidence semi—interval of 1% of mean
values.

Figure 2 shows the important improvement achieved in effective bandwidth
(EBWr) in almost all the cases studied using this family of networks. This
value increases as the service time of the memory modules (CYMEM) grows.
A longer service time produces a reduction in blocking and conflicts among the
requests when they go through the network.

1/64 x 64 OMEGAZ2/1 network (f) is the packet switching version of the
64 x 64 Omega network operating in circuit switching used for comparison. Its
perfomance when the number of cycles for service time is small is worst than
that of circuit switching (like the smaller networks), but increase very fast as the
number of cycles required grows. If we use 4 X 4 (g) or 8 x 8 switching modules
(h) in the construction of the network we obtain a much better perfomance,
specially for lower values of CYMEM. This is due to the reduction of conflicts
at each stage using bigger modules and the reduction of stages, making a faster
network. However, the growth in network complexity increases its cost.

Important results can also be obtained using smaller networks. If we con-
nect two elements (processors and memory modules) to each connection line we
can use a 32 X 32 network (e) that has a similar behavior with ligthly inferior
results. We observe that improvement reduces when we connect 4 elements
to each line, but simpler multistage networks are employed. The traffic in the
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network is increased too much by input flow when the smallest networks are
used connecting 8 elements to its input and output lines, so very poor results
are obtained.

The same interconnection systems described before are shown in figure 3, but
now requests can form queues at the memory modules. All of them improve
their bandwidth, but now networks with less stages has a better perfomance.
This is due to system efficiency is now a function of how fast the network can
route requests to and from memory modules buffers, since no request has to
wait in the network switches when memory modules are busy. This reduces of
course the conflicts in the network.

If we interconnect the systems of figure 2 (with unbuffered memory modules)
using a second network (identical) to route back the requests from the memory
modules to the originating processors, we obtain the results shown in figure
4. This reduces network interferences avoiding conflicts among going and re-
turning requests. Large values of the memory modules service time (CYMEM)

also reduces network interferences, so the improvement in EBWr is much more
important when CYMEM is small.

The combined effect of memory modules buffering and the use of a second
network to route back requests (fig. 5) improves effective bandwidth in a con-
siderable amount only for small values of CYMEM, and for networks with a less
number of stages, where more conflicts are presented. Networks constructed
with 8 x 8 switching modules (b, ) show a saturation process as the value of
CYMEM grows, due to its size {only two stages) which allows a very fast transit
through the network.

All the simulations described before assume infinite queues, but large queues
are not required to produce those results. The four networks constructed with
2 x 2 switching modules {a, c, ¢, f} were analysed and the results confirm that
queue size is only important when small multistage networks are used, where
a great traffic exists.

6. CONCLUSIONS.

In this paper several networks used to interconnect multiprocessor systems
are studied by means of simulation techniques. This networks are multistage
and operate in a packet communication environment. A simulator has been
developed under a parametric design to analyse this kind of networks. It is ob-
served that this networks produce considerable improvement in effective band-
width compared to that of circuit switching multistage networks, surpassing in
some cases that of Crossbar network. Bandwidth increases with the number of
cycles a request stays in memory, except when saturation is produced in the
network. It is shown that the use of smaller multistage networks by connecting
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several processors and memory modules to each of the input and output lines of
the multistage network produces very interesting results, specially when mem-
ory modules are buffered. If we use a second network to eliminate conflicts
among requests going to and returning from memory modules a considerable
increase in bandwidth is obtained, specially for low values of memory service

time.
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