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Abstract

Description of individuals in ill-structured domains produces messy data
matrices.

In this context, automated classification requires the management of those
kind of matrices.

One of the features involved in clustering is the evaluation of distances
between individuals. Then, a special function to calculate distances between
individuals partially simultaneously described by qualitative and quantitative
variables is required.

In this paper properties and details of the metrics used by Klass in this
situation is presented — Klass is a clustering system oriented to the clas-
sification of ill-structured domains which implements an adapted version of
the reciprocal neighbors algorithm; it also takes advantage of any additional
information that an expert can provide about the target concepts.

Keywords: clustering, metrics, qualitative and quantitative variables, messy
data, ill-structured domains

1 Introduction

Classification is the more used technique to separate data into groups. Classifica-
tion methods are interesting from an Artificial Intelligence point of view, because
they open a door to the automated generation of classification rules, extreme-
ly useful in knowledge-based environments, in particular the diagnostic oriented
ones. Indeed, several well known expert systems, as MYCIN [SHOR76], MILORD
[STER89] or others, are actually classifiers.

However, in Al it is usual to work with ill-structured domains (in [GIBE94] a
complete characterization of them may be found) as mental disorders, sea sponges,
books classification, fossils. .. In this kind of domains, the consensus among experts
is weak — and sometimes non-existent. When describing them, the use of qual-
itative variables become very common. Experts seem to feel better when using

251



252 K. Gibert & U. Cortés

qualitative terms, even for numerical concepts'. That is why in most cases quanti-
tative and qualitative information coexists in what we call non-homogeneous data
bases. Even more, the number of modalities of qualitative variables depends on
the expertise of the person who is describing the objects: the more he knows about
the domain, the greater is the number of modalities he uses.

Management of non-homogeneous data matrices requires, indeed, special at-
tention when classifying ill-structured domains. Standard clustering methods were
originally conceived to deal with quantitative variables. When qualitative variables
appear, previous treatments on the data matrix are needed. Here are different pro-
posals on this line:

e Splitting any qualitative variable to generate the complete incidence table.
Afterwards, a classification using x? metrics may be performed [DILL84].

e The application of an analysis technique that deals with qualitative informa-
tion only. Often correspondence analysis is used. Then, a classification on
the factorial components is possible [VOLL85], [LEBAS5].

e The grouping of quantitative values transforming the corresponding variables
into qualitative [ROUXS85].

For the first one, there is a significant increase of the cost of the process, due
to the dimensions of the complete incidence table. In the second one, since the
classification is performed in a ficticious space, additional tools have to be provided
to enable the interpretation of the results. For the last one, this transformation
implies a loss of information as well as the introduction of some inestability in the
results: they depend on the groups made with the quantitative values, what may
be rather arbitrary.

In this paper, another alternative is presented: the idea is to allow clustering
on a domain simultaneously described by qualitative and quantitative variables
without transforming the variables themselves.

In the core of the classification process distances between individuals have to
be calculated. Then, a function to do it with non homogeneous data has to be
found. In fact, there are some proposals on this line, like [GOWET71] or [GOWD92]
presenting similarity coeficients to evaluate prozrimitites between individuals. In
this work, a new metrics that can measure distances with messy data is introduced.
This measure has been succesfully implemented in a clustering system called Klass
[GIBEY4], [GIBE96], [GIBE94b], and applied to very different domains. In the
paper some results are also shown.

This paper is organized in four sections, besides the introduction. First of all,
details on the measurement of distances between individuals are given in section 2,
presenting a family of functions that combines qualitative and quantitative infor-
mation. In section 3 the metrics structure of this family is proved while in section
4 a proposal is made on the values of the parameters of the metrics family. Section
5 shows an application, and the last section presents some conclusions and future
work.

IFor example, although the hair length is clearly quantitative, no one deals with it in this
way, but using some categories as short hair, long hair and so on.
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2 Measuring distances

During data collection, K variables X; ... X are observed over a sample of n
individuals. The value taken by individual 7, (i = 1 : n) for variable k, (k =1 : K)
is denoted by x;;. Therefore, an individual 7 is described by a vector of observations
(zi1, %2, - - -, Tk ), and an (n, K) matrix is built with the values x;;. The rows of
the data matrix contain information relative to the individuals to be classified,
while each column concerns one of the variables used to describe the sample.

Next subsections provide suitable metrics for classifying different kind of data
matrices, and finally a proposal for non-homogeneous ones.

2.1 Only quantitative variables

Given a data matrix as the described above, the canonical euclidean metrics has
been traditionally used to measure distances between individuals when all the vari-
ables are quantitative.

K
d*(ii') =Y (wik — zirk)? (1)

k=1

Using expression (1) to compute distances is not scale invariant. Normalized
distances are. Some ways to normalize expression (1): dividing data through the
standard deviation or through the range of each variable:

s 2 Tik — T
dQ(i,il) — Z (mik _Skmi’k) : S% — Z ( ik ) (2)

k=1 g i=1

e, )2
(0, = 3 Ty ) - mingea)
k=1

2.2 Only qualitative variables

In standard clustering systems, when all the variables are qualitative, the data ma-
trix is usually transformed into a complete incidence table [VOLL85] by splitting
each qualitative variable X, (k = 1...K) which has ny possible values Dy, =
{cf,...,ck } into a set of binary variables {Zf,...,Z} }. Each Z} (j = 1: K)
corresponds to a cf € Dy, and the complete incidence table is composed of elements

s L L TS 1K) G =1 )
0, otherwise *' =W T e RLUT LT
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For instance,

X: ... Xk
_ 1
Tr11 = Cy
; _ K
1 T11 ... U1K T1K = Cy
with
: _ 1
in Tpnl .- ITpkK Tnl = C
Tnk = Cpp
would be transformed into
1 1 1 K K
AR/ S /S / Y/
i1 ZiL = 1 0 0 1 0
in 1 oo ... 0 0o ... zfmkzl

When data is presented in such a way, the x? metrics can be used to calculate
distances between objects [BENZ80]:

Zk- zk: 2
K ng < _] - z_]> K ng
Z , where z; = Z szj, (t=1:n) (3)

k=1 j=1 k=1 j=1
, and zk =y, zf] = card(i : xy = c;?), (k=1:K),(j=1:ng) (zk] is the
number of individuals of the sample that are in the modality c;? of Xy,).

As said before, qualitative variables are very frequent in ill-structured domains
and the number of categories of the corresponding qualitative variables increases,
according to the expertise of the user.

Splitting qualitative variables with a number of categories leads to big and sparse
binary matrices. This significantly increases the cost of the classification process.
That is one of the reasons why it is interesting to process directly the original
data matrix, where the values of qualitative variables are represented by means of
symbols. Hence, we propose a rewriting of expression (3) so that y? distances can
be calculated using this raw representation.

Since each individual belongs to only one category of a given categorical variable
X, the splitting of X}, leads to a binary subvector containing exactly one element
equal to 1.

Vik (3jo = {1:n} :2f, =1 & Vi # jo, 25 =0)
and therefore z; = K, Vi= (1:n).

Using this property, expression (3) may then be rewritten as

K ng k 2

K
(i, i) K2ZZ :%Zdi(i,i') (@)

k=1 j=1 k=1
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where d; (i,4') considers together the set of columns Z¥...Z} which come from
splitting the qualitative variable X}, into binary variables. Thus, d3 (i,i') is called
contribution of the k" variable to the total distance. Defining I;; = card(i :
Tip = Z;k) as the number of individuals of the sample that chose for variable k the
same modality as individual %, it holds that

0, if xy, = 24,
di(i,i') = (5)

1 1 :
T, + T otherwise

See [GIBEY4] for a detailed developement of these expressions.

Anyway, during the clustering process, the subclasses generated by the classifier
are prototypically represented by their gravity center. Representation of qualitative
components of the class gravity center also requires some work.

For quantitative variables, the gravity center of a class C = {i1,...,in.} is
calculated as the arithmetic mean. If variable X, in class C, takes values z; € R:

. T

_ ik . . _

Icr = E = = E ft-Tt
e t=1

ieC

where f; is the proportion of objects i € C such that x;;, = x.
Considering that the sum is non-sense for qualitative variables, a vectorial rep-
resentation of the gravity center may be adopted in this case.

k card{i € C: x; = ck}

Ter = ((fé“ ) (fa cﬁk)) , fgf = J (6)

nc

For vectorial components, ordinary x? distance is used and, finally, the contri-
bution of variable k to the total distance is calculated as follows:

( 0, lf LTik =— Ti'k
Iii + =, otherwise, for individuals
i
43 (i,i") = (7)
(f'“sf i .
+ E#s s if g = ck, and i’ is a subclass
kj _ pkjy2
\ 2?21 (f; ka_i’ ) , in the general case

In formula (7), I* is the number of individuals of the sample that are in
modality c;?; I lk 7 the same, concerning the it class; I: defined previously (equation

5); and filc 7 represents the proportion of individuals from the i*" subclass satisfying
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that Xj = cb. In fact,
k.

= ®
S I

It can be observed that expression (8) may be directly evaluated on the symbolic
representation of the data matrix. It is no more necessary to explicitly built the
complete incidence table corresponding to the original data matrix.

2.3 Combining qualitative and quantitative variables

When both quantitative and qualitative variables appear in the data matrix, a new
distance has to be defined.

Let V = (1 : K) be the set of indexes of the variables X},. Expressions (1) and
(7) are particular cases of

= > 6ili,i) 9)

VkeVy

where 47 (i,i') measures the distance between i and i’ related to variable X,
In the general case, V may be partitioned as

Q ={k €V : X} is qualitative} and C ={k €V : X} is quantitative}

such that V = QUC(, and expression (9) may be generalized to the case where X},
can be either quantitative or qualitative. Then, 67 will be calculated according to
the type of the variable Xj:

(zik;gi’k)Q, keC
6r(ii') =

2. s

dkr(%l ), ke Q(2)

In this case, expression (9) may be rewritten as

&Giiy =Y (@ — i) +— Y &) (10)

Sk
vkec Q vkeo

In order to balance the influence given by each group of variables, it seems
reasonable to give different weights, namely « and 8 (with a > 0,3 > 0), to these
two components of the distance. So expression (10) is modified to

Tik Ti'k
d(aﬁ)(zz —aZT+ﬂ Zd2zz (11)

vkeC Q vkeQ

and it is called mized function.

2From now on ng = cardQ.
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The mixed function may be seen as the combination of two major components:

.. Tik — Ty 2 .. 1 ..
@iin=3 T Gy LY @)

S
vkeC k Q vkeQ

d2(i,i") will be called quantitative subdistance, whereas d2Q(z', i') can be called qual-
itative subdistance.
Expression (11) may then be written as:

i, 5)(0,1") = adg (i,i") + By (i, ")
In fact, the mized function is a family of functions indexed by the pair («, 8):

{d%a,ﬂ) (’L.,’L.I)}(aﬁ) (R xR*—{(0,0)}) > , with3 ®* = Rt UO0.

With this formulation, distance expressed in (4) corresponds to the element
d?y 1 (i,i') of mized family, while in (2) is a7, , (i,1").

3 The mixed metrics

3.1 Structure of mixed function

It is shown in [GIBE94] that mized function satisfies the properties of a distance
under the following condition:

a=0=C=0 & B=0=0Q=10 (12)

Considering that d¢(i,i") and dg(i,i') are both metrics over the spaces {X} :
k € C} and {X} : k € Q} respectively, the following properties hold:

1. Simetry: d(aﬁ) (i,i’) = d(g’a) (i,il), Vi, '
2. Triangular inequality: d(q,g)(i',1") < d(a,p)(i',1) + d(a,p)(i,i"), Vi
3. Identity: d(qp)(i,1") = 0 <= i =i',Vi,d

Demonstrations related to properties 1 and 2 are simple on the basis of the
metrics properties of each dj (i,i'). However, condition (12) needs to be imposed
to guarantee the property 3. Otherwise, different objects may work out at null
distances. In next paragraph, the violation of property 3 when contition (12) is
not satisfied is shown.

Let us suppose a set of variables X7 ... X}, where C # () and Q # ), and consider
the element d%(),ﬁ)’ B> 0. It holds that d%o,ﬂ) (i,4") = 0 for any pair of objects
i = (T, Ti2, ..., Tin) and i’ = (xy1,Tira, ..., Tim), such that z;x = x4, Vk € Q,
independently of the quantitative components, even differents. Expression (12) is
necessary and suficient for the metrics structure of the mixed function.

Therefore, the family of mixed metrics is defined as the set of elements of
the mixed function satisfying condition (12).

3The domain of (, 8) excludes the element (0,0) because d2, .. (i,i') is the constant function

(0,0)
0 that is nonsense in this context.
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3.2 [Equivalence on mixed distances

From the clustering point of view, when the relative distances among objects are
preserved, the classes generated are the same (since the same aggregations are done
in the same order). For hierarchical methods, the resulting dendrogrammes are also
the same, except for an scale factor existing between them.

In consequence, the information provided by some pairs of distances d%al 1) (i,1")

and d%m 52) (i,1") is equivalent, when both of them produce equivalent classification
trees. Using this idea, an equivalence relationship over this family of distances

d%aﬂ) (i,i") may be defined:

d%alﬂl)(i,i') = d?abﬁz)(i,i') < a1 = ax b

It can be shown that = satisfies the properties of an equivalence relationship
when

(a, B) € " x R* —{(0,0)}

Given this equivalence relationship it is possible to work with its quotient set,
choosing the distance

o 30) (81", such that ag, fo € [0,1] and ag + o = 1,

as a representative element for each equivalence class and identifying the class by
its representative.
The representative of the equivalence class of a given distance d%a 5) (4,1 is

d?aoﬁo) (i,1"):

a _ B
ars & P=T33

g = =1-ag (13)

4 On the values for a and 3

In this section some heuristic criteria are introduced to find acceptable values for
the weighting constants « and . As said before, the mixed function may be seen
as the combination of d3 and d%. The first point is to adjust these components.
The range of quantitative subdistances depends on the measuring magnitude of the
corresponding variable. The range of qualitative ones also depends on the number
of categories of the qualitative variables.

The equilibrium is found when the two subdistances are referred to a common
interval, for example [0,1]. In order to do that, a first approach is to divide each
subdistance by their maximum, previously eliminating a 5% of extreme values,
in order to acquire more robustness. These truncated maximums are respectively
denoted by dg,, ..~ and dg,, ... Hence,

1 1

Cmaz* Qmax*

(14)

This operation guarantees that the two components will have equal influence
in the determination of d?(i,d').
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Doing so, if there is an outlier with big distances respect to the other objects
it will not be taken as reference point, otherwise the other distances would be very
little and concentrated in a subinterval [0,co], co <1.

Moreover, if there is not an outlier, the eliminated distances will be almost of
the same range as d,, .-, and démam* respectively, and the real working interval
will be [0,¢0], ¢o & 1, what does not imply a major change.

After finding this common reference, it seems reasonable to give more impor-
tance to the qualitative component if the objects are mainly described by qual-
itative variables, and wice versa. Therefore, the weighting constants are defined
proportionally. So, being n¢ = card{C} and ng = card{Q},

axne & Bouxng (15)

Condition (15) also guarantees that the resulting distance will be an element of
the mized metrics family. Combining this condition with (14), the following values
may be proposed for o and §:

ne no

Cmazx* Omazx*

and considering the equivalence relationship defined over the mixed metrics family,
the representative of the equivalence class of («, 3) is taken. So, the final proposal

is:
a B

a+p L b=

(17)

Qo =

5 An application

Among other applications [GIBE92], [GIBE94], where data usually requires a lot of
background knowledge on the domain to interpret the results (sea sponges, stellar
populations,...) the one concerned with a set of data presented in [MICHS3],
[GOWD92] has been selected to compare the performance of clustering with mixed
metrics against other methods on the basis of a common and well studied training
set.

The data matrix is about 12 american microcomputers described by 5 variables,
three of which are qualitative: Display, MP, Keys (see the data matrix in table 1).

For these data and using conceptual clustering, [MICH83] gave the classifica-
tion showed in table (2). This training set was also treated in [GOWD92] using
reciprocal nearest neighbours algorithm and the single linkage method with a sim-
ilarity measure proposed in the same paper. The resulting clusters of each method
are shown in table 2. All these classifications contain exactly 4 classes. Our local
expert has also been consulted. First of all, we want to point out that he intuitively
classified the training set on the basis of most relevant variables. He considered
that variables ROM and Keys were shortly important to characterize microcom-
puters. However, relevance of the variables is a biasing rule which, at present, is
not taken into account by our system. Next, he proceed to determine how the
values of each categorical variable could be grouped. In fact, he was looking for the
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Objects 1d. Display RAM ROM MP Keys

APPLE-II AP COLOR-TV 48 10 6502 52
ATARI-800 AT COLOR-TV 48 10 6502  57-63
COMMODORE-VIC-20-A | CoA | COLOR-TV 32 11 6502A 64-73
COMMODORE-VIC-20-B | CoB | COLOR-TV 32 16 6502A 64-73
EXIDI-SORCERER ES B-&-W-TV 48 4 780  57-63
ZENITH-HS8 ZHS8 BUILT-IN 64 1 8080A 64-73
ZENITH-H89 ZH89 | BUILT-IN 64 8 780  64-73

HP-85 HP BUILT-IN 32 80 HP 92
HORIZON Ho TERMINAL 64 8 780  57-63
OHIO-SC.-CHALLENGER | OCh | B-&-W-TV 32 10 6502  53-56
OHIO-SC.-TII-SERIES 0S B-&-W-TV 48 10 6502C  53-56
TRS-80-1 TRI B-&-W-TV 48 12 780  53-56
TRS-80-I1T TRIITI | BUILT-IN 48 14 780  64-73

Table 1: Data matrix for microcomputers.

structure of qualitative variables (see table 3), based on his background knowledge
and experience.

After that, the expert proposed three general classifications according to the
values taken by Display, ROM and RAM respectively, and he accepted as mean-
ingful any combination of this initial classifications. None of them had four classes,
except the one regarding Display, which is shown in table (2).

On the basis of the distance defined in this paper, it is possible to perform a
classification of the data using the Ward’s criterion. The dendrogramme provided
by Klass in this case using the mixed distance d(4 g), with @ = 0.014 and 8 = 0.986
as suggested by formula (17) is presented in figure (1). A classification with four
clusters has been chosen in order to make easier comparison against the other
methods considered. Extensional and prototypical representations of the classes
are described in table (4).

In order to evaluate the performance of this metrics, the expert was asked to
interpret the results from the different methods. From his opinion Klass results
were based on clear classification criteria: the Display combined, with less influence,
by Microprocessor. This is obvious from the prototypical descriptions provided by
Klass. Michalski’s proposal is also meaningful from the expert’s point of view,
whereas Gowda’s results are less understandable in terms of finding meaningful
clustering criteria.

Trying to evaluate in an objective way the proximity between pairs of classifi-
cations, the number of individuals equally classified in a given pair of partitions
was used. Again, the results produced by Klass are the more similar to the expert
proposal — with a 15 %, what represents two objects classified in different classes
—, followed by those presented in [MICH83] — with a 46% of differences. Table
(2-right) shows how Klass, followed by Michalski’s results, are the more similar to
the expert classification.
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_|_

Classification

MIC83 | GOW92 | GOW92

Conc. Rec Sing. Klass | Expert
1d. I

clust. | Neigh. Link. | Gowda & Diday 92 (Sin. Lin.)
AP 1 1 1 1 1 t
AT 1 1 1 1 1 e | KLASS (a=0.05, 3=0.95)
CoA 1 3 3 1 1 r
CoB 1 3 3 1 1 Gowda & Diday 92 (Rec. Neig.)
ES 1 1 1 2 7 | P
ZH8 3 4 4 3 3 " | Michalski & Stepp 83 (Conc. cl.)
7HS9 3 4 4 3 3 €
HP 2 2 2 4 3 t KLASS (o, B automatics)
Ho 4 4 4 3 4 a
OCh 1 3 1 2 2 b Expert
0s 1 1 1 2 2
TRI 4 1 1 2 2
TRIII 3 4 4 3 3

Table 2: Different classifications of microcomputers provided by different algo-
rithms and distances.

6 Conclusions and future work

In this paper, a family of metrics to measure distances between individuals that
combine qualitative and quantitative variables is presented (see §3). The use of
mixed distance implies

e To take advantage of the qualitative and quantitative information simulta-

neously and the possibility to deal with the variables directly in the way
they arrive to the system, avoiding intermediate transformation of the data
matrix.

It is no necessary to encode the categorical variables to obtain their numerical
representation. The grouping of quantitative values — with the correspond-
ing loss of information — to get an homogeneous data matrix of categorical
variables may also be suppressed.

Considering that the quality of the results may depend on the way in which
these groups are performed, elimination of this process is likely to produce
more objective results on the classifications.

It is remarcable that the necessary and suficient condition for preserving the
metrics structure of the mixed metrics has been found. It is then possible
to use all those clustering methods that require a metric space, like Ward’s
method, with non homogeneous data matrices.

Nl Nu_l_

+ I AR 8 ©®
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Black & White

v Color
Displa L Microprocessor
pLay Built in P
Terminal
6502
Motorola | 6502A
6502C
Intel (and similar) gggo A

Hewlett Packard

Table 3: Structure of categorical variables found by an expert.

Different ranges of different kind of variables give a solid reason for proposing
the mixed distance as a weighted distance. Different values of @ and 8 may be
used upon the user requirements. If the pair « = 1,8 = 0 is used, only numerical
variables are considered. On the contrary, a« = 0,5 = 1 represents the exclusi-
ve use of qualitative variables. Any pair «, S between these two cases represents
an intermediate weighing of quantitative and qualitative information. The more
a increases, the more influence quantitative variables in the final distance, and
vice versa. The values proposed in formula (17) are determined on the basis of
some heuristic criteria shown in §4. They represent a neutral situation where every
variable is equally considered and preserve the metrics structure.

Presenting a family of distances is a general situation that may include, as par-
ticular cases, the results provided by other methods. Indeed, the clusters obtained
with other methods may be obtained by Klass using appropriate values for a and
B.

For example, in the application presented in previous section, with a = 0.05,
B = 0.95 and an a-cut at level 2.5, the clusters provided by the single linkage
method and presented in table (2) are obtained. In this case, suggested values
ap = 0.014 and By = 0.986 give even more importance to qualitative variables
according to the fact that they represent the 40% of the available information.

Apart from some tools provided by Klass, like the similarity between a classi-
fication and the expert proposal, the interpretability of the results has been used
as a validation criterion on the classifications quality, since, at present, assessing
the clustering results is not a very well solved question [DILL84]. For the specific
application presented here, clusters provided by KLASS using the g and (5, val-
ues suggested in formula (17) with mixed metrics fit rather well the classification
proposed by the expert.

We can conclude that experts use to be able to interpret the results obtained
by means of the heuristic presented here, as it has been observed from other appli-
cations in different fields (as sea sponges [GIBE92]).

Anyway, comparisons among classifications are still informal, and it will be
interesting to have more objective criteria to validate them. Distances between
“expert classifications” and “automatic classifications” would be a numerical way
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Classe 1 2 3 4
Displ COLOR-TV B-&-W-TV Built-in 3/4 TERMINAL
1Splay g e Terminal 1/4
Proto- RAM 40 44 60 64
ROM 47/4 9 31/4 8
tipus 6502 1/2 1/4
Micro- | 6502A /2 /2
de proces- 780 3/4 HP
sador | 8080A 1/4
la 6502C 1/1
52 1/4
57-63 1/4 1/4 1/4
classe | Teclat | 64-73 1/2 3/4 92
53-56 3/4
EXIDI-
APPLE-II ZENITH-
SORCERER
ATARI-800 HS8
COMMODO- TRS-80-1 ZENTTH-
Extensional description OHIO-SC.- HP-85
RE-VIC-20-A H89
CHALLEN.
COMMODO- HORIZON
OHIO-SC.-
RE-VIC-20-B TRS-80-1I1
II-SERIES

Table 4: Intensional and extensional description of the classes proposed by Klass.

to do that. This research is actually in progress [GIBE94], and it hopefully will
provide a tool to accept or reject a classification according to expert’s criteria.
On the other hand, it will be also interesting to introduce the concept of rele-
vance of a variable into the system [BELA91]. As a first approach, giving weights
to the variables may be considered, although there may be some other possibilities.
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c8

A’ AP COT%—OBO h E‘S TRI OS HoTRIIAZ2]_|—’89Z 8 HP

Figure 1: Dendrogramme for microcomputers. Ward’s criterion and mixed metrics
(e =0.014 and 8 = 0.986).
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