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#### Abstract

In this paper we give the topological classification of real primary Kodaira surfaces and we describe in detail the structure of the corresponding moduli space. Moreover, we use the notion of the orbifold fundamental group of a real variety, which was also the main tool in the classification of real hyperelliptic surfaces achieved in [10]. Our first result is that if $(S, \sigma)$ is a real primary Kodaira surface, then the differentiable type of the pair $(S, \sigma)$ is completely determined by the orbifold fundamental group exact sequence. This result allows us to determine all the possible topological types of $(S, \sigma)$. Finally, we show that once we fix the topological type of $(S, \sigma)$ corresponding to a real primary Kodaira surface, the corresponding moduli space is irreducible (and connected).


## Introduction

The purpose of this paper is to achieve the topological classification of real Kodaira surfaces and to describe the structure of their moduli space.

The main tool that we used in the topological and differentiable classification is the notion the orbifold fundamental group exact sequence of a real variety, whose relevance in real geometry has been pointed out in [10].

To be more precise, a smooth real variety is a pair $(X, \sigma)$, consisting of the data of a smooth complex manifold $X$ of complex dimension $n$ and of an antiholomorphic involution $\sigma: X \rightarrow X$ (an involution $\sigma$ is a map whose square is the identity).
$X$ is a complex manifold, so it is determined by a differentiable manifold $M$ and a complex structure $J$ on the complexification of the real tangent bundle of $M$.

If we consider the same manifold $M$ together with the complex structure $-J$, we obtain a complex manifold which is called the conjugate of $X$ and denoted by $\bar{X}$.

[^0]The involution $\sigma$ is now said to be antiholomorphic if it provides an isomorphism between the complex manifolds $X$ and $\bar{X}$ (and then $(X, \sigma)$ and $(\bar{X}, \sigma)$ are also isomorphic as pairs).

If $(X, \sigma)$ is a compact real variety, one would like to describe the isomorphism classes of the pairs $(X, \sigma)$, or the possible topological or differentiable types of the pairs $(X, \sigma)$.

We notice that already the problem of describing the topological type of the real part of $X, X(\mathbb{R}):=F i x(\sigma)$ can be rather difficult.

Recall that Hilbert's 16-th problem is a special case of the last problem but for the more general case of a pair of real varieties $(Z \subset X, \sigma)$.

For a smooth real variety, we have the quotient double covering $\pi: X \rightarrow Y=$ $X /<\sigma>$, and the quotient $Y$ is called the Klein variety of $(X, \sigma)$.

In dimension $n=1$ the datum of the Klein variety is equivalent to the datum of the pair $(X, \sigma)$, but this is no longer true in higher dimension, where we will need also to specify the covering $\pi$.

The covering $\pi$ is ramified on the real part of $X$, namely, $X^{\prime}:=X(\mathbb{R})=F i x(\sigma)$, which is either empty, or a real submanifold of real dimension $n$.

If $X^{\prime}:=X(\mathbb{R})=F i x(\sigma)$ is empty, the orbifold fundamental group of $Y$ is just defined as the fundamental group of $Y$.

If $X^{\prime} \neq \emptyset$, we may take a fixed point $x_{0} \in \operatorname{Fix}(\sigma)$ and observe that $\sigma$ acts on the fundamental group $\pi_{1}\left(X, x_{0}\right)$ : we can therefore define the orbifold fundamental group as the semidirect product of the normal subgroup $\pi_{1}\left(X, x_{0}\right)$ with the cyclic subgroup of order two generated by $\sigma$. It is easy to verify then that changing the base point does not alter the isomorphism class of the following exact sequence, yielding the orbifold fundamental group as an extension

$$
1 \rightarrow \pi_{1}(X) \rightarrow \pi_{1}^{o r b}(Y) \rightarrow \mathbb{Z} / 2 \rightarrow 1
$$

(changing the base point only affects the choice of a splitting of the above sequence.)
In [10] we studied real hyperelliptic surfaces and we proved that the topological and differentiable type of a real hyperelliptic surface is completely determined by the orbifold fundamental group exact sequence. Furthermore, once we fix the topological type of a real hyperelliptic surface, the corresponding moduli space is irreducible and connected.

We also claimed that the orbifold fundamental group exact sequence is a powerful topological invariant of the pair $(X, \sigma)$ in the case where $X$ has large fundamental group, in particular in the case where $X$ is a $K(\pi, 1)$.

Primary Kodaira surfaces are non Kähler surfaces which are $K(\pi, 1)$ and Kodaira gave a description of them as quotients of $\mathbb{C}^{2}$ by a group acting by affine transformations (cf. [25]). So we thought that we could try to study real primary Kodaira surfaces, in order to give another issue (besides real hyperelliptic surfaces) where the topology of the pair $(S, \sigma)$ is determined by the orbifold fundamental group exact sequence.

Our first result is:

## Theorem 0.1

Let $(S, \sigma)$ be a real primary Kodaira surface. Then the differentiable type of the pair $(S, \sigma)$ is completely determined by the orbifold fundamental group exact sequence.

Primary Kodaira surfaces are non Kähler surfaces of Kodaira dimension 0, their first Betti number is three and their first homology group is isomorphic to $\mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus$ $\mathbb{Z} / m \mathbb{Z}$, where $m \in \mathbb{Z}, m \geq 1$.

Moreover the torsion coefficient $m$ completely determines the differentiable type of a Kodaira surface.

The second result on the topology of real Kodaira surfaces that we have is the following.

## Theorem 0.2

Let us fix the topological type for a Kodaira surface $S$, i.e. we fix the torsion coefficient $m \in \mathbb{Z}$ of the first homology group of $S$. If $m \equiv 0(\bmod 2)$, then the number of topologically different real Kodaira surfaces is equal to 17 ; if $m \equiv 1(\bmod 2)$, then the number of topologically different real Kodaira surfaces is equal to 13.

As a consequence we obtain:

## Corollary 0.3

Let $(S, \sigma)$ be a real Kodaira surface. Then the real part $S(\mathbb{R})$ is either the empty set, or a disjoint union of $t$ tori, where $1 \leq t \leq 4$.

Regarding then the complete description of the moduli space of real Kodaira surfaces, we have the following main result that asserts that the differentiable type of the pair $(S, \sigma)$ determines the deformation type. This is true for real Kähler surfaces of Kodaira dimension less or equal to 0 , but it is false already for complex surfaces if the Kodaira dimension equals 2, cf. [6], [7], [27], [8], [22]).

## Theorem 0.4

Fix the topological type of $(S, \sigma)$ corresponding to a real Kodaira surface. Then the moduli space of the real surfaces $\left(S^{\prime}, \sigma^{\prime}\right)$ with the given topological type is irreducible (and connected).

To prove the last result we used the description of the moduli space of complex Kodaira surfaces of a given differentiable type given by Borcea in [4].

## Theorem 0.5 ([4])

The moduli space corresponding to isomorphism classes of complex structures on a fixed topological (differentiable) type $S_{0}$ of a Kodaira surface may be identified to the product of the complex plane with a punctured disk.

Concerning now the Enriques classification of real algebraic surfaces, it has been focused up to now mostly on the classification of the topology of the real parts, the topological classification of real rational surfaces going back to Comessatti ([12], [13], [14]), as well as the classification of real abelian varieties ([14], see also [34], [33]). A complete description of the deformation classes of real structures on minimal ruled surfaces is given by Welschinger ([35]).

In the case of real $K 3$ - surfaces we have the classification by Nikulin and Kharlamov ([31], [21]), for the real Enriques surfaces the one by Degtyarev and Kharlamov ([17], [19]).

For real hyperelliptic surfaces we have already mentioned the paper [10].
Finally, partial results on real ruled and elliptic surfaces have been obtained by Silhol ([34]) and by Mangolte ([30]).

The paper is organized as follows:
In Section 1 we recall the description given by Kodaira of (primary) Kodaira surfaces and the results of Borcea on the moduli space of Kodaira surfaces of a given topological type.

In Section 2 we describe the possible liftings of an antiholomorphic involution $\sigma$ on $S$ to the universal covering $\mathbb{C}^{2}$ of $S$. In particular it turns out that all such liftings can be represented as affine transformations of $\mathbb{R}^{4}$.

In Section 3 we first recall the notion of the orbifold fundamental group of a real variety and we show that the representation of the orbifold fundamental group as a group of affine transformations of $\mathbb{R}^{4}$ is uniquely determined, up to isomorphism, by the abstract structure of the group.

Then, we show that, once this affine representation is fixed, the moduli space for the compatible complex structures is irreducible and connected.

Finally we describe all the possible topological types of a real Kodaira surface.
In Section 4 we explain how to determine the topology of the real part of a real Kodaira surface and we give a list of all the possible real parts as disjoint unions of tori.
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## 1. Basics on Kodaira surfaces

Kodaira proved the following theorem (cf. [25])

## Theorem 1.1

Let $S$ be compact complex smooth surface. If the canonical bundle of $S$ is trivial, then $S$ is a $K 3$ surface, a complex torus or an elliptic surface of the form $\mathbb{C}^{2} / G$, where $\mathbb{C}^{2}$ is the space of the two complex variables $\left(z_{1}, z_{2}\right)$ and $G$ is a properly discontinuous
group of affine transformations without fixed points of $\mathbb{C}^{2}$ which leave invariant the 2-form $d z_{1} \wedge d z_{2}$. The first homology group of the elliptic surface $\mathbb{C}^{2} / G$ is

$$
H_{1}\left(\mathbb{C}^{2} / G, \mathbb{Z}\right) \cong \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z} / m
$$

The surfaces $S=\mathbb{C}^{2} / G$ in the theorem are called primary Kodaira surfaces and they admit a holomorphic locally trivial fibration over an elliptic curve with an elliptic curve as typical fibre.

In [25] Kodaira also proved that the fundamental group $G$ of $S$ can be generated by the elements $g_{1}, g_{2}, g_{3}, g_{4}$, which as covering transformations have the form

$$
g_{j}\left(z_{1}, z_{2}\right)=\left(z_{1}+\alpha_{j}, z_{2}+\overline{\alpha_{j}} z_{1}+\beta_{j}\right)
$$

with

$$
\begin{aligned}
\alpha_{1} & =\alpha_{2}=0 \\
\bar{\alpha}_{3} \alpha_{4}-\bar{\alpha}_{4} \alpha_{3} & =m \beta_{2}, m \in \mathbb{Z}, m \neq 0
\end{aligned}
$$

$\beta_{1}, \beta_{2}$ linearly independent over $\mathbb{R}$, i.e. $\beta_{1} \bar{\beta}_{2}-\bar{\beta}_{1} \beta_{2} \neq 0$. We have $g_{j}=A_{j} z+b_{j}$, where

$$
A_{j}=\left(\begin{array}{cc}
1 & 0 \\
\bar{\alpha}_{j} & 1
\end{array}\right)
$$

and

$$
b_{j}=\binom{\alpha_{j}}{\beta_{j}}
$$

Remark 1.2. The centre $Z$ of $G$ is the subgroup generated by $g_{1}$ and $g_{2}, Z=<$ $g_{1}, g_{2}>\cong \mathbb{Z}^{2}$. The commutator $\left[g_{3}, g_{4}\right]=g_{3} g_{4} g_{3}^{-1} g_{4}^{-1}=g_{2}^{m}$. Therefore we have a central extension

$$
\begin{equation*}
1 \rightarrow Z \cong \mathbb{Z}^{2} \rightarrow G \rightarrow G / Z \cong \mathbb{Z}^{2} \rightarrow 1 \tag{*}
\end{equation*}
$$

Proof. Let $g(z)=A z+b, \gamma(z)=\Lambda z+\delta$, then $g^{-1}(z)=A^{-1} z-A^{-1} b$. We observe that

$$
A_{j} \in\left\{\left(\begin{array}{ll}
1 & 0 \\
* & 1
\end{array}\right)\right\} \cong(\mathbb{C},+)
$$

therefore

$$
[g, \gamma](z)=z+(I d-\Lambda) b-(I d-A) \delta
$$

Now the proof is an easy computation.
Set $E_{\beta}=\mathbb{C} /\left(\mathbb{Z} \beta_{1}+\mathbb{Z} \beta_{2}\right)$ and $\pi: \mathbb{C}^{2} \rightarrow \mathbb{C}^{2} / Z=\mathbb{C} \times E_{\beta}$ be the projection. We have then

$$
\mathbb{C}^{2} / Z=\mathbb{C} \times E_{\beta} \rightarrow \mathbb{C}^{2} / G=\left(\mathbb{C} \times E_{\beta}\right) / \mathbb{Z}^{2}
$$

and the map

$$
\begin{aligned}
\mathbb{C}^{2} / G=\left(\mathbb{C} \times E_{\beta}\right) / \mathbb{Z}^{2} & \rightarrow \mathbb{C} /\left(\mathbb{Z} \alpha_{3}+\mathbb{Z} \alpha_{4}\right) \\
{\left[\left(z_{1}, z_{2}\right)\right] } & \mapsto\left[z_{1}\right]
\end{aligned}
$$

has fibre $E_{\beta}$.
One can prove that from a differentiable viewpoint, Kodaira surfaces are completely determined by the torsion coefficient $m$ of their first integral homology group (cf. [4]).

If $S$ is a compact complex surface with trivial canonical bundle, a non zero global holomorphic two-form $\eta$ satisfies

$$
\begin{equation*}
d \eta=0, \eta \wedge \eta=0, \eta \wedge \bar{\eta}>0 \quad \text { at every point of } \quad S \tag{1}
\end{equation*}
$$

Conversely, let $S_{0}$ be the underlying differentiable manifold, then any global complex valued two-form $\eta$ satisfying (1) defines a complex structure on $S_{0}$ with respect to which $\eta$ is holomorphic and nowhere null.

Let $p \in \mathbb{P}\left(H^{2}\left(S_{0}, \mathbb{C}\right)\right)$ be a point corresponding to the cohomology class of a global holomorphic non zero two form for some complex structure on $S_{0}$ with a trivial canonical bundle, then $p$ lies in the open set $D$ determined on the quadric $p \cdot p=0$ by the condition $p \cdot \bar{p}>0$. Here the product is cup product on $H^{2}\left(S_{0}, \mathbb{C}\right)$. The group of orientation preserving diffeomorphisms on $S_{0}$ acts on $D$, and we have the following results of Borcea ([4]).

## Theorem 1.3

Given a line $p \in D$ of $H^{2}\left(S_{0}, \mathbb{C}\right)$ there exist representatives $\eta$ of $p$ satisfying conditions (1).

## Theorem 1.4

Any two such representatives define isomorphic complex analytic structures on $S_{0}$. Furthermore any complex structure on $S_{0}$ occurs in this manner i.e. it has a trivial canonical bundle.

Therefore he proves that a parameter space for isomorphism classes of complex structures on $S_{0}$ is the quotient of $D$ by the action of orientation preserving diffeomorphisms on $S_{0}$ and we have the following theorem.

## Theorem 1.5 ([4])

The moduli space corresponding to isomorphism classes of complex structures on a fixed topological (differentiable) type $S_{0}$ of a Kodaira surface may be identified to the product of the complex plane with a punctured disk.

Borcea shows that if we take coordinates $\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$ on the universal covering of $S_{0}$, a basis of $H^{2}\left(S_{0}, \mathbb{C}\right)$ is given by the forms $\theta_{i j}, 1 \leq i<j \leq 4,(i, j) \neq(1,2),(3,4)$, where $\theta_{i j}=\omega_{i} \wedge \omega_{j}$, with

$$
\omega_{1}=d x_{1}, \omega_{2}=d y_{1}, \omega_{3}=d x_{2}-x_{1} d x_{1}-y_{1} d y_{1}, \omega_{4}=d y_{2}-x_{1} d y_{1}+y_{1} d x_{1}
$$

So a two form $\eta$ can be written as follows: $\eta=p_{13} \theta_{13}+p_{23} \theta_{23}+p_{14} \theta_{14}+p_{24} \theta_{24}$, where $\left(p_{13}, p_{23}, p_{14}, p_{24}\right)$ are homogeneous coordinates on $\mathbb{P} H^{2}\left(S_{0}, \mathbb{C}\right)$ and $D$ is given by:

$$
\begin{array}{r}
p_{13} p_{24}-p_{23} p_{14}=0, \\
-p_{13} \bar{p}_{24}+p_{23} \bar{p}_{14}+p_{14} \bar{p}_{23}-p_{24} \bar{p}_{13}>0 .
\end{array}
$$

One can also show (see [4]) that the action of the orientation preserving diffeomorphisms of $S_{0}$ on $D$ is the following

$$
\left(\begin{array}{c}
p_{13}  \tag{2}\\
p_{23} \\
p_{14} \\
p_{24}
\end{array}\right) \mapsto\left(\begin{array}{cc}
M & -\frac{2 k}{m} M \\
0 & e \cdot M
\end{array}\right)\left(\begin{array}{c}
p_{13} \\
p_{23} \\
p_{14} \\
p_{24}
\end{array}\right)
$$

where

$$
M=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), a, b, c, d \in \mathbb{Z}, a d-b c=e= \pm 1, k \in \mathbb{Z}, m
$$

is the torsion coefficient of the first homology group $H_{1}\left(S_{0}, \mathbb{Z}\right)$. So one can easily see (cf. [4]) that the map

$$
\left(p_{13}, p_{23}, p_{14}, p_{24}\right) \mapsto\left(p_{14} / p_{24}, p_{13} / p_{14}\right)
$$

defines an isomorphism of $D$ onto $\left(H_{+} \times H_{+}\right) \cup\left(H_{-} \times H_{-}\right)$, where $H_{+}$and $H_{-}$denote respectively the upper and lower half planes. Finally $p_{14} / p_{24}$ undergoes a modular transformation, while $p_{13} / p_{14}$ is translated by $-2 k / m$. The quotient of $H_{+}$by the modular group is isomorphic to the complex plane, the quotient of $H_{+}$by an infinite cyclic group of real translations is isomorphic to the punctured disk.

Now if we set $a=e=-d=-1, b=c=k=0$, then $p_{14} / p_{24} \mapsto-p_{14} / p_{24}$, $p_{13} / p_{14} \mapsto-p_{13} / p_{14}$ and the two components are interchanged.

## 2. Symmetries of Kodaira surfaces

Let us now assume that $S$ is a real Kodaira surface, and let $\sigma: S \rightarrow S$ be an antiholomorphic involution. Then we can find a lifting $\tilde{\sigma}$ of $\sigma$ to the universal cover $\mathbb{C}^{2}$.

## Proposition 2.1

Let $\tilde{\sigma}$ be a lifting of $\sigma$ to $\mathbb{C}^{2}$, then $\tilde{\sigma}$ is an affine transformation.

Proof. Since $\tilde{\sigma}$ is a lifting of $\sigma$ to the universal covering, $\tilde{\sigma}$ acts by conjugation on $G$, therefore it also acts on the centre $Z$ of $G$, because it is characteristic.

Hence $\tilde{\sigma}$ induces an antiholomorphic map $\bar{\sigma}: \mathbb{C}^{2} / Z=\mathbb{C} \times E_{\beta} \rightarrow \mathbb{C}^{2} / Z=\mathbb{C} \times E_{\beta}$ as it is illustrated in the following diagram:


Therefore, for all $\gamma \in Z$ there exists a $\gamma^{\prime} \in Z$ such that $\tilde{\sigma} \circ \gamma=\gamma^{\prime} \circ \tilde{\sigma}$, so if we write $\tilde{\sigma}\left(z_{1}, z_{2}\right)=\left(\sigma_{1}\left(z_{1}, z_{2}\right), \sigma_{2}\left(z_{1}, z_{2}\right)\right)$, we have

$$
\begin{aligned}
& \sigma_{1}\left(z_{1}, \gamma\left(z_{2}\right)\right)=\sigma_{1}\left(z_{1}, z_{2}\right) \\
& \sigma_{2}\left(z_{1}, \gamma\left(z_{2}\right)\right)=\gamma^{\prime}\left(\sigma_{2}\left(z_{1}, z_{2}\right)\right)
\end{aligned}
$$

Since $\mathbb{C}_{z_{2}} / Z \cong E_{\beta}$ which is compact, we immediately see that $\sigma_{1}$ is constant in $z_{2}$, $\sigma_{1}\left(z_{1}, z_{2}\right)=\sigma_{1}\left(z_{1}\right)$. Furthermore, since $Z$ acts by translations on $\mathbb{C}_{z_{2}}$, we see that $\sigma_{2}$ is affine antiholomorphic in $z_{2}$ and we can write

$$
\begin{equation*}
\sigma_{2}\left(z_{1}, z_{2}\right)=a_{2}\left(z_{1}\right) \overline{z_{2}}+c_{2}\left(z_{1}\right) \tag{3}
\end{equation*}
$$

Now, if we write $\gamma\left(z_{2}\right)=z_{2}+\delta$, with $\delta \neq 0, \gamma^{\prime}\left(z_{2}\right)=z_{2}+\delta^{\prime}$, from (3) we obtain

$$
\sigma_{2}\left(z_{1}, \gamma\left(z_{2}\right)\right)=a_{2}\left(z_{1}\right)\left(\overline{z_{2}}+\bar{\delta}\right)+c_{2}\left(z_{1}\right)=\gamma^{\prime}\left(\sigma_{2}\left(z_{1}, z_{2}\right)\right)=a_{2}\left(z_{1}\right)\left(\overline{z_{2}}\right)+c_{2}\left(z_{1}\right)+\delta^{\prime}
$$

so $a_{2}\left(z_{1}\right) \bar{\delta}=\delta^{\prime}$ and $a_{2}\left(z_{1}\right)=a_{2} \in \mathbb{C}$ is a constant.
$G / Z=: H \cong \mathbb{Z}^{2}$ acts by translations on $\mathbb{C}_{z_{1}}$ and $\mathbb{C}_{z_{1}} / H=E_{\alpha}$ which is compact. $\tilde{\sigma}$ normalizes $H$, therefore for every $g \in H$ there exists a $g^{\prime} \in H$ such that

$$
\sigma_{1}\left(g\left(z_{1}\right)\right)=g^{\prime}\left(\sigma_{1}\left(z_{1}\right)\right)
$$

So we see that $\sigma_{1}$ is affine antiholomorphic in $z_{1}$ and we can write

$$
\begin{equation*}
\sigma_{1}\left(z_{1}\right)=c \overline{z_{1}}+d \tag{4}
\end{equation*}
$$

Now we use the fact that there exists $g \in G$ such that $\tilde{\sigma} \circ g_{3}=g \circ \tilde{\sigma}$, and $g^{\prime} \in G$ such that $\tilde{\sigma} \circ g_{4}=g^{\prime} \circ \tilde{\sigma}$.

We observe that the action of $G$ on the first component is given by translations, therefore we have

$$
\begin{aligned}
\tilde{\sigma} \circ g_{3}\left(z_{1}, z_{2}\right) & =\left(c\left(\overline{z_{1}}+\overline{\alpha_{3}}\right)+d, a_{2}\left(\alpha_{3} \overline{z_{1}}+\overline{z_{2}}+\overline{\beta_{3}}\right)+c_{2}\left(z_{1}+\alpha_{3}\right)\right) \\
& =g \circ \tilde{\sigma}\left(z_{1}, z_{2}\right)=g\left(c \overline{z_{1}}+d, a_{2} \overline{z_{2}}+c_{2}\left(z_{1}\right)\right) \\
& =\left(\begin{array}{ll}
1 & 0 \\
x & 1
\end{array}\right)\binom{c \overline{z_{1}}+d}{a_{2} \overline{z_{2}}+c_{2}\left(z_{1}\right)}+\binom{\bar{x}}{*} .
\end{aligned}
$$

Analogously for $g_{4}$ we have

$$
\begin{aligned}
\tilde{\sigma} \circ g_{4}\left(z_{1}, z_{2}\right) & =\left(c\left(\overline{z_{1}}+\overline{\alpha_{4}}\right)+d, a_{2}\left(\alpha_{4} \overline{z_{1}}+\overline{z_{2}}+\bar{\beta}_{4}\right)+c_{2}\left(z_{1}+\alpha_{4}\right)\right) \\
& =g^{\prime} \circ \tilde{\sigma}\left(z_{1}, z_{2}\right)=g^{\prime}\left(c \overline{z_{1}}+d, a_{2} \overline{z_{2}}+c_{2}\left(z_{1}\right)\right) \\
& =\left(\begin{array}{cc}
1 & 0 \\
x^{\prime} & 1
\end{array}\right)\binom{c \overline{z_{1}}+d}{a_{2} \overline{z_{2}}+c_{2}\left(z_{1}\right)}+\binom{\overline{x^{\prime}}}{*}
\end{aligned}
$$

So from the first components we find $x=\bar{c} \alpha_{3}, x^{\prime}=\bar{c} \alpha_{4}$. The second components yield

$$
\begin{aligned}
& a_{2} \alpha_{3} \overline{z_{1}}+a_{2} \bar{\beta}_{3}+c_{2}\left(z_{1}+\alpha_{3}\right)=x c \overline{z_{1}}+x d+c_{2}\left(z_{1}\right)+\text { constants } \\
& a_{2} \alpha_{4} \overline{z_{1}}+a_{2} \bar{\beta}_{4}+c_{2}\left(z_{1}+\alpha_{4}\right)=x^{\prime} c \overline{z_{1}}+x^{\prime} d+c_{2}\left(z_{1}\right)+\text { constants. }
\end{aligned}
$$

By derivation with respect to $\overline{z_{1}}$ we obtain

$$
\begin{aligned}
& a_{2} \alpha_{3}+\frac{\partial c_{2}}{\partial \bar{z}_{1}}\left(z_{1}+\alpha_{3}\right)=x c+\frac{\partial c_{2}}{\partial \bar{z}_{1}}\left(z_{1}\right) \\
& a_{2} \alpha_{4}+\frac{\partial c_{2}}{\partial \overline{z_{1}}}\left(z_{1}+\alpha_{4}\right)=x^{\prime} c+\frac{\partial c_{2}}{\partial \overline{z_{1}}}\left(z_{1}\right)
\end{aligned}
$$

So $\frac{\partial c_{2}}{\partial z_{1}}\left(z_{1}\right)=h \overline{z_{1}}+f$ and by substituting this expression in the last two equations we get

$$
a_{2}=\frac{x c-h \overline{\alpha_{3}}}{\alpha_{3}}=\frac{x^{\prime} c-h \bar{\alpha}_{4}}{\alpha_{4}}
$$

Since $\tilde{\sigma}^{2} \in G$, we immediately see that $c \bar{c}=1$. Hence, since $x=\bar{c} \alpha_{3}, x^{\prime}=\bar{c} \alpha_{4}$, we have $x c=\alpha_{3}, x^{\prime} c=\alpha_{4}$ and

$$
a_{2}=1-h \frac{\overline{\alpha_{3}}}{\alpha_{3}}=1-h \frac{\overline{\alpha_{4}}}{\alpha_{4}}
$$

so $h\left(\overline{\alpha_{3}} \alpha_{4}-\alpha_{3} \overline{\alpha_{4}}\right)=0$, that yields $h=0, a_{2}=1$.
Therefore we have $\frac{\partial c_{2}}{\partial \bar{z}_{1}}\left(z_{1}\right)=f$, hence $c_{2}\left(z_{1}\right)=f \bar{z}_{1}+g$, and

$$
\tilde{\sigma}\binom{z_{1}}{z_{2}}=\left(\begin{array}{ll}
c & 0 \\
f & 1
\end{array}\right)\binom{\overline{z_{1}}}{\overline{z_{2}}}+\binom{d}{g} .
$$

Let us now impose the condition $\tilde{\sigma}^{2} \in G$.

$$
\begin{aligned}
\tilde{\sigma}^{2}\binom{z_{1}}{z_{2}} & =\left(\begin{array}{cc}
|c|^{2} & 0 \\
f \bar{c}+\bar{f} & 1
\end{array}\right)\binom{z_{1}}{z_{2}}+\binom{c \bar{d}+d}{f \bar{d}+\bar{g}+g} \\
& =\left(\begin{array}{cc}
1 & 0 \\
j \overline{\alpha_{3}}+s \bar{\alpha}_{4} & 1
\end{array}\right)\binom{z_{1}}{z_{2}}+\binom{j \alpha_{3}+s \alpha_{4}}{*}
\end{aligned}
$$

where $j, s \in \mathbb{Z}$.
Therefore, as we have already noticed we have $|c|^{2}=1$ and

$$
c \bar{f}+f=j \alpha_{3}+s \alpha_{4}=c \bar{d}+d
$$

Remark 2.2. Let $\tilde{\sigma}$ be a lifting of $\sigma$ to the universal covering $\mathbb{C}^{2}$ as above, then we have

$$
\tilde{\sigma}\binom{z_{1}}{z_{2}}=\left(\begin{array}{ll}
c & 0 \\
f & 1
\end{array}\right)\binom{\overline{z_{1}}}{\overline{z_{2}}}+\binom{d}{g}
$$

where $|c|^{2}=1, c \bar{f}+f=c \bar{d}+d \in \Gamma_{\alpha}=\alpha_{3} \mathbb{Z}+\alpha_{4} \mathbb{Z}$ and $\bar{\Gamma}_{\beta}=\Gamma_{\beta}=\beta_{1} \mathbb{Z}+\beta_{2} \mathbb{Z}$, $c \bar{\Gamma}_{\alpha}=\Gamma_{\alpha}$.

Proof. It only remains to show that $\bar{\Gamma}_{\beta}=\Gamma_{\beta}$ and $c \bar{\Gamma}_{\alpha}=\Gamma_{\alpha}$.
The condition $\tilde{\sigma} g_{i} \tilde{\sigma}^{-1} \in Z, i=1,2$ gives $\bar{\Gamma}_{\beta}=\Gamma_{\beta}$, while by imposing $\tilde{\sigma} g_{j} \tilde{\sigma}^{-1} \in G$, $j=3,4$ we obtain $c \bar{\Gamma}_{\alpha}=\Gamma_{\alpha}$.

## 3. Topological types of real Kodaira surfaces

First of all we recall the notion of the orbifold fundamental group exact sequence, that we have introduced in [10].

Let $(X, \sigma)$ be a smooth real variety of dimension $n$ (i.e., $X$ is a smooth complex manifold of complex dimension $n$ given together with an antiholomorphic involution $\sigma)$. Then we have a double covering $\pi: X \rightarrow Y=X /\langle\sigma\rangle \operatorname{ramified}$ on $X^{\prime}=X(\mathbb{R})=$ Fix $(\sigma)$. Set $Y^{\prime}:=\pi\left(X^{\prime}\right)$.

We will define the orbifold fundamental group exact sequence of $(X, \sigma)$ as the isomorphism class of a given extension

$$
\begin{equation*}
1 \rightarrow \pi_{1}\left(X, x_{0}\right) \rightarrow \pi_{1}^{o r b}\left(Y, y_{0}\right) \rightarrow \mathbb{Z} / 2 \rightarrow 1 \tag{5}
\end{equation*}
$$

The choice of a base point will however create some technical difficulties.

## Definition 3.1.

(1) If $X^{\prime}=\emptyset$, then we define $\pi_{1}^{o r b}\left(Y, y_{0}\right)=\pi_{1}\left(Y, y_{0}\right)$.
(2) If $X^{\prime} \neq \emptyset$ and $x_{0} \in X^{\prime}, y_{0}=\pi\left(x_{0}\right), \sigma$ acts on $\pi_{1}\left(X, x_{0}\right)$ and we define $\pi_{1}^{o r b}\left(Y, y_{0}\right)$ to be the semidirect product of the normal subgroup $\pi_{1}\left(X, x_{0}\right)$ with the cyclic group of order 2 generated by an element which will be denoted by $\tilde{\sigma}_{0}$ and whose action on $\pi_{1}\left(X, x_{0}\right)$ by conjugation is the one of $\sigma$.
(3) If $n \geq 3, Y^{\prime} \neq \emptyset$ and $x_{0} \notin X^{\prime}$, define the orbifold fundamental group of $Y$ based on $y_{0}$ as $\pi_{1}\left(Y-Y^{\prime}, y_{0}\right)$.
(4) Assume $x_{0} \notin X^{\prime}, X^{\prime} \neq \emptyset$, assume moreover $\operatorname{dim}_{\mathbb{C}} X=2$. Then the orbifold fundamental group of $Y$ with base point $y_{0}=\pi\left(x_{0}\right)$ is defined to be the quotient of $\pi_{1}\left(Y-Y^{\prime}, y_{0}\right)$ by the subgroup normally generated by $\gamma_{1}{ }^{2}, \ldots, \gamma_{m}{ }^{2}$, where $Y_{1}^{\prime}, \ldots, Y_{m}^{\prime}$ are the connected components of $Y^{\prime}$ and $\gamma_{i}$ is a simple loop around $Y_{i}^{\prime}$.

Since in all cases we have a well defined exact sequence

$$
1 \rightarrow \pi_{1}\left(X, x_{0}\right) \rightarrow \pi_{1}^{o r b}\left(Y, y_{0}\right) \rightarrow \mathbb{Z} / 2 \rightarrow 1
$$

this will be called the orbifold fundamental group exact sequence.

## Proposition 3.2

The isomorphism class of the fundamental group exact sequence is independent of the choice of $y_{0}$.

Proof. This is well known when comparing cases (1), (3) and (4) which are mutually exclusive.

In case $(2)\left(X^{\prime} \neq \emptyset\right)$ we claim that $\pi_{1}^{o r b}\left(Y, y_{0}\right)$ is independent of the choice of $x_{0} \in X^{\prime}$. In fact, let $\delta$ be a path connecting $x_{0}$ with $x_{1}$ : then the map

$$
\gamma \mapsto \delta^{-1} \gamma \delta
$$

yields an isomorphism between $\pi_{1}\left(X, x_{0}\right)$ and $\pi_{1}\left(X, x_{1}\right)$. The action of $\sigma$ on $\pi_{1}\left(X, x_{1}\right)$ reads out on $\pi_{1}\left(X, x_{0}\right)$ as the composition

$$
\gamma \mapsto \delta^{-1} \gamma \delta \mapsto \sigma(\delta)^{-1} \sigma(\gamma) \sigma(\delta) \mapsto \delta \sigma(\delta)^{-1} \sigma(\gamma) \sigma(\delta) \delta^{-1}
$$

But this action is precisely the conjugation by $\tilde{\sigma}_{1}:=\delta \sigma(\delta)^{-1} \tilde{\sigma}_{0}$.
Since $\tilde{\sigma}_{1}$ is an element of order 2 , we obtain that the split extensions

$$
1 \rightarrow \pi_{1}\left(X, x_{0}\right) \rightarrow \pi_{1}^{o r b}\left(Y, y_{0}\right) \rightarrow \mathbb{Z} / 2 \rightarrow 1
$$

and

$$
1 \rightarrow \pi_{1}\left(X, x_{1}\right) \rightarrow \pi_{1}^{o r b}\left(Y, y_{1}\right) \rightarrow \mathbb{Z} / 2 \rightarrow 1
$$

are isomorphic.
To relate case (2) with the other two it suffices, once $x_{0} \in X^{\prime}$ and $x_{1}$ are given, to choose a splitting of the extension

$$
1 \rightarrow \pi_{1}\left(X, x_{1}\right) \rightarrow \pi_{1}^{o r b}\left(Y, y_{1}\right) \rightarrow \mathbb{Z} / 2 \rightarrow 1
$$

simply by taking $\gamma_{j}$ with $j$ such that $y_{0} \in Y_{j}^{\prime}$.
Remark 3.3. Let us explain the definition of $\pi_{1}^{o r b}\left(Y, y_{0}\right)$ in the case where $n \geq 2$ and $x_{0} \notin X^{\prime}$.
$X^{\prime}$ is a real submanifold of codimension $n$, hence the map

$$
\pi_{1}\left(X-X^{\prime}, x_{0}\right) \rightarrow \pi_{1}\left(X, x_{0}\right)
$$

is surjective if $n \geq 2$ and it is an isomorphism for $n \geq 3$. The singularities of $Y$ are contained in $Y^{\prime}=\pi\left(X^{\prime}\right)$ and there we have a local model $\mathbb{R}^{n} \times\left(\mathbb{R}^{n} /(-1)\right)$. Therefore $Y$ is smooth for $n=2$ and topologically singular for $n \geq 3$. The local punctured fundamental group $\pi_{1}\left(Y-Y^{\prime}\right)_{l o c}$ is isomorphic to $\mathbb{Z}$ for $n=2$, while it is isomorphic to $\mathbb{Z} / 2$ for $n \geq 3$. This means that the kernel of the surjection

$$
\pi_{1}\left(Y-Y^{\prime}, y_{0}\right) \rightarrow \pi_{1}\left(Y, y_{0}\right)
$$

is normally generated by loops $\gamma$ around the components of $Y^{\prime}$. If $n \geq 3$, then we automatically have $\gamma^{2}=1$.

Let $\tilde{X}$ be the universal covering of $X$, so that $X=\tilde{X} / \pi_{1}(X)$. The exact sequence (5) defines a group which is the group of liftings of the action of $\mathbb{Z} / 2 \cong\left\{I d_{X}, \sigma\right\}$ to $\tilde{X}$, so that $Y=\tilde{X} / \pi_{1}^{o r b}(Y)$.
Remark 3.4. If $X^{\prime} \neq \emptyset$, then the exact sequence

$$
1 \rightarrow \pi_{1}(X) \rightarrow \pi_{1}^{o r b}(Y) \rightarrow \mathbb{Z} / 2 \rightarrow 1
$$

always splits, as follows by the definition.

## Theorem 3.5

Let $(S, \sigma)$ be a real Kodaira surface. Then the differentiable type of $(S, \sigma)$ is completely determined by the orbifold fundamental group exact sequence

$$
\begin{equation*}
1 \rightarrow G=\pi_{1}(S) \rightarrow \hat{G} \rightarrow \mathbb{Z} / 2 \rightarrow 1 \tag{6}
\end{equation*}
$$

Proof. First of all we see that the fundamental group exact sequence determines the topological type of the surface $S$. In fact consider the homotopy exact sequence of the fibration $S \rightarrow E_{\alpha}$ with fibre $E_{\beta}$

$$
\begin{equation*}
1 \rightarrow Z \cong \mathbb{Z}^{2}=<\gamma_{1}, \gamma_{2}>\rightarrow G \rightarrow G / Z \cong \mathbb{Z}^{2}=<\gamma_{3}, \gamma_{4}>\rightarrow 1 \tag{7}
\end{equation*}
$$

Kodaira proved that there exists a representation of $G$ in $A(2, \mathbb{C})$ such that $\gamma_{i}$, $i=1,2$ correspond to the translations $g_{i}, i=1,2$. Furthermore if $\pi: S \rightarrow E_{\alpha}$ is the fibration, there exist $f_{3}, f_{4} \in \pi_{1}(S)$ such that $\pi_{*}\left(f_{3}\right)=\gamma_{3}, \pi_{*}\left(f_{4}\right)=\gamma_{4}$, and such that $f_{3}, f_{4}$ are represented by the affine transformations $g_{3}$ and $g_{4}$.

By possibly taking other generators of the fundamental group of the fibre, $\pi_{1}\left(E_{\beta}\right)=Z$, we can assume that we have the relation $g_{3} g_{4} g_{3}^{-1} g_{4}^{-1}=g_{2}^{m}$ and obviously (7) determines the integer $m$.

Now, since the torsion coefficient $m$ determines the differentiable type of $S$ (cf. [4]), $\pi_{1}(S)$ determines $S$ differentiably.

Now we assume that $(S, \sigma)$ is real. Then we have seen that we have a representation of a lifting $\tilde{\sigma}$ of $\sigma$ to the universal covering $\mathbb{R}^{4}$ of $S$ as an affine map of the form

$$
\tilde{\sigma}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
c_{1} & c_{2} & 0 & 0 \\
c_{2} & -c_{1} & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\gamma_{1} \\
\gamma_{2}
\end{array}\right)
$$

The orbifold fundamental group exact sequence

$$
1 \rightarrow G \rightarrow \hat{G} \rightarrow \mathbb{Z} / 2 \rightarrow 1
$$

determines the orbifold fundamental group exact sequence of the action of $\sigma_{1}$ on the elliptic curve $E_{\alpha}$. In fact we have already observed that an element $\tilde{\sigma}$ of $\hat{G}-G$ acts by conjugation on $Z$, therefore it acts on $G / Z=H$. So we have determined an extension $1 \rightarrow H \rightarrow \hat{H} \rightarrow \mathbb{Z} / 2 \rightarrow 1$, which is the orbifold fundamental group exact sequence for the real elliptic curve $E_{\alpha}$. Since for a real elliptic curve the orbifold fundamental group exact sequence determines the topological type (cf. e.g. [10]), we have shown that we can fix the topological type of $\left(E_{\alpha}, \sigma_{1}\right)$, where $\sigma_{1}$ denotes as above the first component of $\tilde{\sigma}$. We have thus three different topological cases for the action of $\sigma_{1}$ on the universal covering $\mathbb{R}^{2}$ of $E_{\alpha}$, which can be distinguished as follows.

We can assume that the linear part of $\sigma_{1}$, which is given by the matrix

$$
\left(\begin{array}{cc}
c_{1} & c_{2} \\
c_{2} & -c_{1}
\end{array}\right)
$$

is one of the following
A) $\left(\begin{array}{cc}c_{1} & c_{2} \\ c_{2} & -c_{1}\end{array}\right)=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$
B) $\left(\begin{array}{cc}c_{1} & c_{2} \\ c_{2} & -c_{1}\end{array}\right)=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$

If $F i x\left(\sigma_{1}\right) \neq \emptyset$ (which always happens in case B)), we can assume $d_{1}=d_{2}=0$. Otherwise if in case A) we have $F i x\left(\sigma_{1}\right)=\emptyset$, one can easily prove that we can assume $d_{1}=(1 / 2)$ the +1 -eigenvector of the linear part of $\sigma_{1}, d_{2}=0$ (see for instance [10] Lemma 5.5).

Every element $h \in G$ has the following form:

$$
h\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a & b & 1 & 0 \\
-b & a & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
a \\
b \\
z \\
w
\end{array}\right) .
$$

We would like now to determine the $f_{i}$ 's and the $\gamma_{j}$ 's in the expression of $\tilde{\sigma}$. In order to do this we impose in cases A) and B) the condition that for all $h \in G-Z$, $\tilde{\sigma} h \tilde{\sigma}^{-1} \in G-Z$.

Let us treat at first case A).
The linear part of $\tilde{\sigma} h \tilde{\sigma}^{-1}$ is

$$
\begin{aligned}
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right) & \left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a & b & 1 & 0 \\
-b & a & 0 & 1
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
-f_{1} & f_{2} & 1 & 0 \\
f_{2} & f_{1} & 0 & -1
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a & -b & 1 & 0 \\
b & a & 0 & 1
\end{array}\right)
\end{aligned}
$$

Now we compute the translations parts and we obtain

$$
\begin{aligned}
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a & -b & 1 & 0 \\
b & a & 0 & 1
\end{array}\right)\left(\begin{array}{c}
-d_{1} \\
0 \\
-\gamma_{1} \\
-\gamma_{2}
\end{array}\right) & +\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right)\left(\begin{array}{c}
a \\
b \\
z \\
w
\end{array}\right) \\
& +\left(\begin{array}{c}
d_{1} \\
0 \\
\gamma_{1} \\
\gamma_{2}
\end{array}\right)=\left(\begin{array}{c}
a \\
-b \\
f_{2} b+f_{1} a+z-a d_{1} \\
-b_{1} d_{1}+f_{2} a-w-f_{1} b
\end{array}\right)
\end{aligned}
$$

Now, since $\tilde{\sigma} h \tilde{\sigma}^{-1} \in G$, we know the translation part of $\tilde{\sigma} h \tilde{\sigma}^{-1}$, which must be of the form

$$
\left(\begin{array}{c}
a \\
-b \\
\delta \\
\epsilon
\end{array}\right)
$$

so we know $\delta$ and $\epsilon$ and from the computation above we must have

$$
\left(\begin{array}{cc}
a & b \\
-b & a
\end{array}\right)\binom{f_{1}}{f_{2}}=\binom{\delta-z+a d_{1}}{\epsilon+w+b d_{1}}
$$

We are assuming that $h \in G-Z$, so we know that $a^{2}+b^{2} \neq 0$, therefore $f_{1}$ and $f_{2}$ are uniquely determined, since the orbifold exact sequence determines the conjugation action of $\tilde{\sigma}$ on $G$.

Now we treat case B).
Here we may assume $d_{1}=d_{2}=0$.

$$
\tilde{\sigma}\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
\gamma_{1} \\
\gamma_{2}
\end{array}\right)
$$

Again, if $h \in G-Z$, we know that $\tilde{\sigma} h \tilde{\sigma}^{-1} \in G-Z$, and therefore we know the action of $\tilde{\sigma} h \tilde{\sigma}^{-1}$ on the universal covering. The linear part of $\tilde{\sigma} h \tilde{\sigma}^{-1}$ is

$$
\begin{aligned}
\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right) & \left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a & b & 1 & 0 \\
-b & a & 0 & 1
\end{array}\right)\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
-f_{2} & -f_{1} & 1 & 0 \\
-f_{1} & f_{2} & 0 & -1
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
b & a & 1 & 0 \\
-a & b & 0 & 1
\end{array}\right)
\end{aligned}
$$

The translation parts are

$$
\left(\begin{array}{c}
b \\
a \\
a f_{1}+b f_{2}+z \\
a f_{2}-b f_{1}-w
\end{array}\right)=\left(\begin{array}{l}
b \\
a \\
x \\
y
\end{array}\right)
$$

where $\left(\begin{array}{l}b \\ a \\ x \\ y\end{array}\right)$ is the translation part of $\tilde{\sigma} h \tilde{\sigma}^{-1}$.
So we have

$$
\left(\begin{array}{cc}
a & b \\
-b & a
\end{array}\right)\binom{f_{1}}{f_{2}}=\binom{x-z}{y+w}
$$

and we are able to determine $f_{1}$ and $f_{2}$, since we know $h$ and $\tilde{\sigma} h \tilde{\sigma}^{-1}$ and $a^{2}+b^{2} \neq 0$.
So we can determine the linear part of $\tilde{\sigma}$ in all cases. Now we want to find the translation part $\left(\begin{array}{c}d_{1} \\ d_{2} \\ \gamma_{1} \\ \gamma_{2}\end{array}\right)$ of which we already know the $d_{i}$ 's.

Observe that we also know $\tilde{\sigma}^{2}$, because it is in $G$. In case A) we have the expression

$$
\tilde{\sigma}^{2}\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
2 f_{1} & 0 & 1 & 0 \\
0 & 2 f_{1} & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
2 d_{1} \\
0 \\
f_{1} d_{1}+2 \gamma_{1} \\
f_{2} d_{1}
\end{array}\right)
$$

so we are able to determine $\gamma_{1}$.
Analogously in case $B$ ) we find

$$
\tilde{\sigma}^{2}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
f_{1}+f_{2} & f_{1}+f_{2} & 1 & 0 \\
-\left(f_{1}+f_{2}\right) & f_{1}+f_{2} & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
2 \gamma_{1} \\
0
\end{array}\right)
$$

Thus also in case B) we are able to find $\gamma_{1}$.
Consider now a translation

$$
\tau\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2}+s_{2} \\
y_{2}+t_{2}
\end{array}\right)
$$

then $\tau^{-1} g \tau=g, \forall g \in G$, and we have

$$
\tau^{-1} \tilde{\sigma} \tau\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
c_{1} & c_{2} & 0 & 0 \\
c_{2} & -c_{1} & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
d_{1} \\
0 \\
\gamma_{1} \\
\gamma_{2}-2 t_{2}
\end{array}\right)
$$

If we set $t_{2}=\gamma_{2} / 2$, by substituting $\tilde{\sigma}$ with $\tau^{-1} \tilde{\sigma} \tau$ we may assume that $\gamma_{2}=0$ and we are done.

Remark 3.6. For a real Kodaira surface $(S, \sigma)$, we must have

$$
\beta_{2}=\frac{2 i \operatorname{Im}\left(\overline{\alpha_{3}} \alpha_{4}\right)}{m}, \beta_{1}=\operatorname{Re}\left(\beta_{1}\right)-\frac{i s \operatorname{Im}\left(\overline{\alpha_{3}} \alpha_{4}\right)}{m}
$$

where $\operatorname{Re}\left(\beta_{1}\right) \neq 0$. Furthermore if $\tilde{\sigma}$ is any lifting of $\sigma$ to the universal covering, we have $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}^{s}, \tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1}$.

Proof. We know that $m \beta_{2}=\overline{\alpha_{3}} \alpha_{4}-\bar{\alpha}_{4} \alpha_{3}=2 i \operatorname{Im}\left(\overline{\alpha_{3}} \alpha_{4}\right)$, therefore we must have $\operatorname{Re}\left(\beta_{1}\right) \neq 0$, since $\beta_{1}$ and $\beta_{2}$ are linearly independent over $\mathbb{R}$.

Furthermore $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1} \in Z$, thus we have

$$
\begin{aligned}
\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right) & =\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
\operatorname{Re}\left(\beta_{1}\right) \\
-\operatorname{Im}\left(\beta_{1}\right)
\end{array}\right)=g_{1}^{r} g_{2}^{s}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right) \\
& =\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
r \operatorname{Re}\left(\beta_{1}\right) \\
r \operatorname{Im}\left(\beta_{1}\right)+\operatorname{sim}\left(\beta_{2}\right)
\end{array}\right) .
\end{aligned}
$$

This implies

$$
\begin{aligned}
r & =1, \operatorname{Im}\left(\beta_{1}\right)=-\frac{s \operatorname{Im}\left(\overline{\alpha_{3}} \alpha_{4}\right)}{m} . \\
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1}\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right) & =\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
0 \\
-\operatorname{Im}\left(\beta_{2}\right)
\end{array}\right)=g_{1}^{\lambda} g_{2}^{\mu}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right) \\
& =\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
\lambda \operatorname{Re}\left(\beta_{1}\right) \\
\lambda \operatorname{Im}\left(\beta_{1}\right)+\mu \operatorname{Im}\left(\beta_{2}\right)
\end{array}\right)
\end{aligned}
$$

so $\lambda=0, \mu=-1$.

Remark 3.7. If $\operatorname{Fix}(\sigma)=S(\mathbb{R}) \neq \emptyset$, then (6) splits.

Proof. Let $x_{0}$ be a fixed point of the antiholomorphic involution $\sigma$ on $S$, let $p$ : $\tilde{S} \cong \mathbb{R}^{4} \rightarrow S$ be the universal covering map. Since the covering $p$ is Galois, for all $y \in p^{-1}\left(x_{0}\right)$, there exists a lifting $\tilde{\sigma}$ of $\sigma$ such that $\tilde{\sigma}(y)=y$. But then $\tilde{\sigma}^{2}$ is a lifting of the identity map with a fixed point, therefore it must be the identity and (6) splits.

## Theorem 3.8

Fix a topological type of a real Kodaira surface $(S, \sigma)$, then the moduli space of the real Kodaira surfaces of the given topological type is irreducible and connected.

Proof. In Section 1 we have seen that in order to give a real Kodaira surface it suffices to find a complex structure $\eta \in D$ on the topological type $S_{0}$ of $S$ such that every $\tilde{\sigma} \in \hat{G}-G$ is antiholomorphic with respect to the complex structure induced by $\eta$, i.e. we have $\tilde{\sigma}^{*}(\eta)=\lambda \bar{\eta}$, where $\lambda \in \mathbb{C}^{*}$.

We know that homogeneous coordinates on $\mathbb{P} H^{2}\left(S_{0}, \mathbb{C}\right)$ are $\left(p_{13}, p_{23}, p_{14}, p_{24}\right)$ and $\eta=p_{13} \theta_{13}+p_{23} \theta_{23}+p_{14} \theta_{14}+p_{24} \theta_{24} \in D$, therefore we have

$$
p_{13} p_{24}-p_{23} p_{14}=0,-p_{13} \bar{p}_{24}+p_{23} \bar{p}_{14}+p_{14} \bar{p}_{23}-p_{24} \bar{p}_{13}>0
$$

Let us choose coordinates on the universal covering of $S_{0}$ as above $\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$. Then we have to distinguish cases A) and B) as in the proof of 3.5 in the choice of a lifting $\tilde{\sigma}$ of $\sigma, \tilde{\sigma} \in \hat{G}-G$.

In case A) $\tilde{\sigma}$ is of the form

$$
\begin{aligned}
\tilde{\sigma}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right) & =\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
d_{1} \\
0 \\
x_{1}+d_{1} \\
\gamma_{2}
\end{array}\right) \\
& =\left(\begin{array}{c}
-y_{1} \\
f_{1} x_{1}+f_{2} y_{1}+x_{2}+\gamma_{1} \\
f_{2} x_{1}-f_{1} y_{1}-y_{2}+\gamma_{2}
\end{array}\right)
\end{aligned}
$$

The fact that $\tilde{\sigma}^{2} \in G$ implies $f_{1}=d_{1}$.
Now,

$$
\begin{aligned}
\tilde{\sigma}^{*}(\eta)= & p_{13}\left(\left(f_{2}-y_{1}\right) d x_{1} \wedge d y_{1}+d x_{1} \wedge d x_{2}\right) \\
& +p_{23}\left(d x_{1} \wedge d y_{1}\left(f_{1}-x_{1}-d_{1}\right)-d y_{1} \wedge d x_{2}\right) \\
& +p_{14}\left(d x_{1} \wedge d y_{1}\left(x_{1}+d_{1}-f_{1}\right)-d x_{1} \wedge d y_{2}\right) \\
& +p_{24}\left(\left(f_{2}-y_{1}\right) d x_{1} \wedge d y_{1}+d y_{1} \wedge d y_{2}\right) \\
= & \left(d x_{1} \wedge d x_{2}\right)\left(p_{13}\right)+\left(d x_{1} \wedge d y_{1}\right)\left(p_{13}\left(f_{2}-y_{1}\right)-x_{1} p_{23}+x_{1} p_{14}+\left(f_{2}-y_{1}\right) p_{24}\right) \\
& +\left(d y_{1} \wedge d x_{2}\right)\left(-p_{23}\right)+\left(d x_{1} \wedge d y_{2}\right)\left(-p_{14}\right)+\left(d y_{1} \wedge d y_{2}\right)\left(p_{24}\right)
\end{aligned}
$$

$$
\begin{aligned}
\bar{\eta}= & \bar{p}_{13}\left(d x_{1} \wedge d x_{2}\right)+\left(d x_{1} \wedge d y_{1}\right)\left(-y_{1} \bar{p}_{13}+x_{1} \bar{p}_{23}-x_{1} \bar{p}_{14}-y_{1} \bar{p}_{24}\right) \\
& +\left(d y_{1} \wedge d x_{2}\right) \bar{p}_{23}+\left(d x_{1} \wedge d y_{2}\right) \bar{p}_{14}+\left(d y_{1} \wedge d y_{2}\right) \bar{p}_{24}
\end{aligned}
$$

The condition $\tilde{\sigma}^{*}(\eta)=\lambda \bar{\eta}$ yields

$$
\begin{gathered}
p_{13}=\lambda \bar{p}_{13},-p_{23}=\lambda \bar{p}_{23},-p_{14}=\lambda \bar{p}_{14}, p_{24}=\lambda \bar{p}_{24} \\
p_{13}\left(f_{2}-y_{1}\right)+p_{23}\left(-x_{1}\right)+p_{14} x_{1}+p_{24}\left(f_{2}-y_{1}\right)=\lambda\left(-y_{1} \bar{p}_{13}+x_{1} \bar{p}_{23}-x_{1} \bar{p}_{14}-y_{1} \bar{p}_{24}\right)
\end{gathered}
$$

so we get

$$
\left(p_{13}+p_{24}\right) f_{2}=0
$$

The point

$$
\left(p_{14} / p_{24}, p_{13} / p_{14}\right)=:(x, y) \in\left(H_{+} \times H_{+}\right) \cup\left(H_{-} \times H_{-}\right)
$$

satisfies

$$
\bar{x}=-x, \bar{y}=-y, \text { i.e. } \operatorname{Re}(x)=\operatorname{Re}(y)=0
$$

If $f_{2}=0$ these are the only conditions on $(x, y)$ therefore $(x, y) \in i \mathbb{R}_{+} \times i \mathbb{R}_{+} \cup i \mathbb{R}_{-} \times$ $i \mathbb{R}_{-}$and the two components are exchanged by the automorphism sending $(x, y)$ to $(-x,-y)$, obtained by setting in (2) $a=e=-d=-1, b=c=k=0$, so the moduli space is irreducible and connected.

If $f_{2} \neq 0$, we also have the condition $p_{13}=-p_{24}$, so $x y=-1$, but $x=i \gamma, y=i \delta$ with $(\gamma, \delta) \in \mathbb{R}_{+} \times \mathbb{R}_{+} \cup \mathbb{R}_{-} \times \mathbb{R}_{-}$, thus $x y=-\gamma \delta=-1$. This is a hyperbola whose two branches are exchanged by the automorphism of $D$ sending $(x, y)$ to $(-x,-y)$, therefore it is irreducible and connected.

Now let us consider case B) for $\tilde{\sigma}$.

$$
\begin{aligned}
\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right) & =\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
y_{1} \\
\gamma_{2}
\end{array}\right) \\
& =\left(\begin{array}{r}
x_{1} \\
f_{1} x_{1}+f_{2} y_{1}+x_{2}+\gamma_{1} \\
f_{2} x_{1}-f_{1} y_{1}-y_{2}+\gamma_{2}
\end{array}\right)
\end{aligned}
$$

$\tilde{\sigma}^{2} \in G$ implies $f_{1}=-f_{2}$.

$$
\begin{aligned}
\tilde{\sigma}^{*}(\eta)= & \left(d x_{1} \wedge d x_{2}\right)\left(p_{23}\right) \\
& +\left(d x_{1} \wedge d y_{1}\right)\left(p_{13}\left(x_{1}-f_{1}\right)+p_{23}\left(f_{2}-y_{1}\right)+p_{14}\left(y_{1}-f_{2}\right)+p_{24}\left(x_{1}-f_{1}\right)\right) \\
& +\left(d y_{1} \wedge d x_{2}\right)\left(p_{13}\right)+\left(d y_{1} \wedge d y_{2}\right)\left(-p_{14}\right)+\left(d x_{1} \wedge d y_{2}\right)\left(-p_{24}\right)
\end{aligned}
$$

$\tilde{\sigma}^{*}(\eta)=\lambda \bar{\eta}$ if and only if

$$
\begin{aligned}
p_{23} & =\lambda \bar{p}_{13},-p_{14}=\lambda \bar{p}_{24},|\lambda|=1 \\
p_{13}\left(x_{1}-f_{1}\right) & +p_{23}\left(f_{2}-y_{1}\right)+p_{14}\left(y_{1}-f_{2}\right)+p_{24}\left(x_{1}-f_{1}\right) \\
& =\lambda\left(-y_{1} \bar{p}_{13}+x_{1} \bar{p}_{23}-x_{1} \bar{p}_{14}-y_{1} \bar{p}_{24}\right)
\end{aligned}
$$

This last equation becomes $f_{2}\left(p_{13}+p_{24}+p_{23}-p_{14}\right)=0$.

$$
\begin{aligned}
\left(p_{14} / p_{24}, p_{13} / p_{14}\right) & =:(x, y) \text { satisfies } \\
x \bar{x} & =1, \operatorname{Re}(y)=\frac{1}{2 p_{14} p_{24}}\left(-p_{14} p_{23}+p_{13} p_{24}\right)=0
\end{aligned}
$$

If $f_{2}=0$, these are the only conditions on $(x, y) \in H_{+} \times H_{+} \cup H_{-} \times H_{-}$, so the moduli space is irreducible and connected, since the two components are exchanged by the same automorphism as above sending $x$ to $-x, y$ to $-y$.

If $f_{2} \neq 0$ we also have the condition $p_{13}+p_{23}=p_{14}-p_{24}$, that is $p_{13}+\lambda \bar{p}_{13}=$ $p_{14}+\lambda \bar{p}_{14}$. By dividing this equation by $p_{14}$ we obtain

$$
\frac{p_{13}}{p_{14}}+\frac{p_{13}^{-}}{p_{14}^{-}} \frac{\lambda p_{14}^{-}}{p_{14}}=1-\frac{p_{24}}{p_{14}}
$$

equivalently

$$
\frac{p_{13}}{p_{14}}-\frac{p_{13}^{-}}{p_{14}^{-}} \frac{p_{24}}{p_{14}}=1-\frac{p_{24}}{p_{14}}
$$

which says

$$
y-\bar{y} / x=1-1 / x
$$

We obtain

$$
x=\frac{\bar{y}-1}{y-1}=\frac{1+y}{1-y}
$$

since $y+\bar{y}=0$. Therefore the moduli space is parametrized by the image of the map $y \mapsto\left(\frac{1+y}{1-y}, y\right)$, where $y \in H_{+} \cup H_{-}$and $\operatorname{Re}(y)=0$. The automorphism $F$ obtained by setting in (2) $a=d=0, b=c=-1, e=a d-b c=-1, k=0$ sends $x=p_{14} / p_{24}$ to $1 / x=\bar{x}, y=p_{13} / p_{14}$ to $-p_{23} / p_{24}=p_{13}^{-} / p_{14}^{-}=\bar{y}=-y$. So if

$$
x=\frac{1+y}{1-y}, F(x)=\bar{x}=\frac{1+\bar{y}}{1-\bar{y}}
$$

and the moduli space is irreducible and connected.

## Theorem 3.9

Let us fix the topological type for a Kodaira surface $S$, i.e. we fix the torsion coefficient $m \in \mathbb{Z}$ of the first homology group of $S$. If $m \equiv 0(\bmod 2)$, then the number of topologically different real Kodaira surfaces is equal to 17 ; if $m \equiv 1(\bmod 2)$, then the number of topologically different real Kodaira surfaces is equal to 13.

Proof. Let us first of all fix some notation. We know by Theorem 3.5 that the topological type of a real Kodaira surface is determined by the orbifold fundamental group exact sequence

$$
1 \rightarrow G \rightarrow \hat{G} \rightarrow \mathbb{Z} / 2 \rightarrow 1
$$

Every $\tilde{\sigma} \in \hat{G}-G$ has the following form: $\tilde{\sigma}(x)=A x+b$, where

$$
\begin{aligned}
A & =\left(\begin{array}{cccc}
c_{1} & c_{2} & 0 & 0 \\
c_{2} & -c_{1} & 0 & 0 \\
f_{1} & f_{2} & 1 & 0 \\
f_{2} & -f_{1} & 0 & -1
\end{array}\right), \\
b & =\left(\begin{array}{l}
d_{1} \\
d_{2} \\
\gamma_{1} \\
\gamma_{2}
\end{array}\right),
\end{aligned}
$$

while every element $h \in G$ has the form

$$
h\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a & b & 1 & 0 \\
-b & a & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{l}
a \\
b \\
\delta \\
\epsilon
\end{array}\right) .
$$

Therefore we set $g_{j}(x)=A_{j} x+v_{j}$, where

$$
\begin{aligned}
& A_{j}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a_{j} & b_{j} & 1 & 0 \\
-b_{j} & a_{j} & 0 & 1
\end{array}\right), \\
& v_{j}=\left(\begin{array}{c}
a_{j} \\
b_{j} \\
\delta_{j} \\
\epsilon_{j}
\end{array}\right),
\end{aligned}
$$

with $a_{1}=a_{2}=b_{1}=b_{2}=0$.
Since we fix the topological type of the real elliptic curve $E_{\alpha}=\mathbb{C} /\left(\alpha_{3} \mathbb{Z}+\alpha_{4} \mathbb{Z}\right)$, we have for $\left(E_{\alpha}, \sigma_{1}\right)$ three different possible topological types. Now, from the description of the moduli space of real elliptic curves (cf. e.g. [1]), it is easy to see that we may
assume $a_{3}=1, b_{3}=0, a_{4}=0, b_{4}=1$ and we have three different topological types (cf. 3.5):

A1) $\left(\begin{array}{cc}c_{1} & c_{2} \\ c_{2} & -c_{1}\end{array}\right)=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right),\binom{d_{1}}{d_{2}}=\binom{0}{0}, f_{1}=d_{1}=0$.
A2) $\quad\left(\begin{array}{cc}c_{1} & c_{2} \\ c_{2} & -c_{1}\end{array}\right)=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right),\binom{d_{1}}{d_{2}}=\binom{1 / 2}{0}, f_{1}=d_{1}=1$.
B) $\left(\begin{array}{cc}c_{1} & c_{2} \\ c_{2} & -c_{1}\end{array}\right)=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\binom{d_{1}}{d_{2}}=\binom{0}{0}, f_{2}=-f_{1}$.

Finally, as we showed in the proof of Theorem 3.5, by conjugating by some translation

$$
\tau\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2}+s_{2} \\
y_{2}+t_{2}
\end{array}\right)
$$

we have $\tau^{-1} g \tau=g$, for all $g \in G$ and

$$
\tau^{-1} \tilde{\sigma} \tau(x)=A x+\left(\begin{array}{c}
d_{1} \\
0 \\
\gamma_{1} \\
\gamma_{2}-2 t_{2}
\end{array}\right)
$$

and so we may assume that in the expression of $\tilde{\sigma}$ we have $\gamma_{2}=0$.
Recall that $g_{3} g_{4} g_{3}^{-1} g_{4}^{-1}=g_{2}^{m}$, so $\delta_{2}=0$ and $\epsilon_{2}=2 / m$, and thus $\delta_{1} \neq 0$.
Observe that for every $g \in Z, g(x)=x+v$, and for every $\tilde{\sigma} \in \hat{G}-G$ we have
$\tilde{\sigma} g \tilde{\sigma}^{-1}(x)=x+A v$, therefore we have
$\tilde{\sigma} g_{2} \tilde{\sigma}^{-1}(x)=x+A v_{2}=g_{2}^{-1}(x)$, since $\delta_{2}=0$.

$$
\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}(x)=x+A v_{1}=x+\left(\begin{array}{c}
0 \\
0 \\
\delta_{1} \\
-\epsilon_{1}
\end{array}\right)
$$

Since we know that $\tilde{\sigma} Z \tilde{\sigma}^{-1}=Z$, we must have $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}^{\lambda} g_{2}^{\mu}$ and we immediately see that we have $\lambda=1, \mu=-2 \epsilon_{1} / \epsilon_{2}=-m \epsilon_{1} \in \mathbb{Z}$.

So we have shown that for every $\tilde{\sigma} \in \hat{G}-G$ we have

$$
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}^{\mu}, \mu=-\frac{2 \epsilon_{1}}{\epsilon_{2}}=-m \epsilon_{1} \in \mathbb{Z}
$$

Recall that we have an action of $\mathbb{Z} / 2=<\sigma>$ on $Z$ given by the orbifold fundamental group exact sequence, since the conjugation action on $Z$ is independent of the choice of the lifting $\tilde{\sigma} \in \hat{G}-G$ of $\sigma$.

Observe that we still can change generators of $Z$ by substituting $g_{1}$ with $g_{1} g_{2}^{t}$, and leaving $g_{2}$ invariant.

Then we have $\tilde{\sigma} g_{1} g_{2}^{t} \tilde{\sigma}^{-1}=g_{1} g_{2}^{\mu} g_{2}^{-t}$. Thus if $\mu \equiv 0(\bmod 2)$, by choosing $t=\mu / 2$ we can assume $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \mu=\epsilon_{1}=0$, while if $\mu \equiv 1(\bmod 2)$, by choosing $t=(\mu-1) / 2$ we can assume $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}, \mu=1, \epsilon_{1}=-1 / m$.

So for every $\tilde{\sigma} \in \hat{G}-G$, for the action of $\tilde{\sigma}$ on $Z$ we have the two following different cases:

1) $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \mu=\epsilon_{1}=0, \tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1}$,
2) $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}, \mu=1, \epsilon_{1}=-1 / m, \tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1}$.

Observe that since we have fixed the action of a lifting $\tilde{\sigma}$ of $\sigma$ on the elliptic curve $E_{\alpha}=\mathbb{C} /\left(\alpha_{3} \mathbb{Z}+\alpha_{4} \mathbb{Z}\right)$, we can now change lifting only by multiplying $\tilde{\sigma}$ by an element $g \in Z$. In fact if we take a lifting $\tilde{\sigma}^{\prime}=\tilde{\sigma} g$ with $g=g_{4}^{b} g_{3}^{a} g_{1}^{r} g_{2}^{s}$ we see that the linear part of the action of $\tilde{\sigma}^{\prime}$ on the first two coordinates does not change, while the translation part changes. In fact we always can assume, by conjugating by a translation, that in the new lifting we have $\gamma_{2}^{\prime}=0$. Furthermore we see that if $\tilde{\sigma}$ is chosen as in cases A1) and A2) we obtain for $\tilde{\sigma}^{\prime}=\tilde{\sigma} g, d_{1}^{\prime}=d_{1}+a, d_{2}^{\prime}=d_{2}-b=-b$, while in case B) we have $d_{1}^{\prime}=d_{1}+b, d_{2}^{\prime}=d_{2}+a$.

Let us then consider the action of an element $\tilde{\sigma} \in \hat{G}-G$ on $G-Z$.
In case B) we easily see that we have

$$
\tilde{\sigma} g_{3} \tilde{\sigma}^{-1}\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
1 \\
f_{1}+\delta_{3} \\
-f_{1}-\epsilon_{3}
\end{array}\right)
$$

therefore, looking at the linear parts we conclude that we must have $\tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{4} g_{1}^{r} g_{2}^{n}$.
Observe that by substituting $g_{3}$ with $g_{3} g_{1}^{l} g_{2}^{t}$ we do not change the topological type of the Kodaira surface and we obtain $\tilde{\sigma}\left(g_{3} g_{1}^{l} g_{2}^{t}\right) \tilde{\sigma}^{-1}=g_{4} g_{1}^{r+l} g_{2}^{n+l \mu-t}$.

Thus if we choose $l=-r, t=n-\mu r$, we see that we can assume $r=0, n=0$, $\tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{4}$. Then we obtain $f_{1}=\delta_{4}-\delta_{3}=-\left(\epsilon_{4}+\epsilon_{3}\right)$.

By an easy computation one shows that $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{3}$.
In cases A1) and A2) we have

$$
\tilde{\sigma} g_{3} \tilde{\sigma}^{-1}\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
1 \\
0 \\
\delta_{3} \\
f_{2}-\epsilon_{3}
\end{array}\right)
$$

so by looking at the linear parts we see that we must have

$$
\tilde{\sigma} g_{3} \tilde{\sigma}^{-1}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=g_{3} g_{1}^{r} g_{2}^{n}\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
1 \\
0 \\
r \delta_{1}+\delta_{3} \\
r \epsilon_{1}+n \epsilon_{2}+\epsilon_{3}
\end{array}\right) .
$$

Thus we obtain $r \delta_{1}=0$, which implies $r=0$, since $\delta_{1} \neq 0, f_{2}=2 \epsilon_{3}+n \epsilon_{2}$. So we have $\tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3} g_{2}^{n}$.

By substituting $g_{3}$ with $g_{3} g_{1}^{l} g_{2}^{t}$ we do not change the topological type of the Kodaira surface and we have $\tilde{\sigma} g_{3} g_{1}^{l} g_{2}^{t} \tilde{\sigma}^{-1}=g_{3} g_{2}^{n} g_{1}^{l} g_{2}^{\mu l} g_{2}^{-t}=g_{3} g_{1}^{l} g_{2}^{n+\mu l-t}$.

In case 1) we have $\mu=\epsilon_{1}=0$ and therefore if $n \equiv 0(\bmod 2)$ we may choose $t=n / 2, l=0$ and by substituting $g_{3}$ with $g_{3} g_{2}^{n / 2}$, we see that we can assume $n=0$, $\tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}$, and $f_{2}=2 \epsilon_{3}$.

If $n \equiv 1(\bmod 2)$, we can set $t=(n-1) / 2, l=0$ and by substituting $g_{3}$ with $g_{3} g_{2}^{(n-1) / 2}$, we see that we can assume $n=1, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3} g_{2}$, and $f_{2}=2 \epsilon_{3}+\epsilon_{2}$.

In case 2) we have $\mu=1, \epsilon_{1}=-1 / m$ and therefore if $n \equiv 0(\bmod 2)$ we may choose $l=0, t=n / 2$ and by substituting $g_{3}$ with $g_{3} g_{2}^{n / 2}$, we see that we can assume $n=0, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}$, and $f_{2}=2 \epsilon_{3}$.

If $n \equiv 1(\bmod 2)$, we may choose $l=1, t=(n+1) / 2$ and by substituting $g_{3}$ with $g_{3} g_{1} g_{2}^{(n+1) / 2}$, we see that we can assume $n=0, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}$, and $f_{2}=2 \epsilon_{3}$.

In conclusion we have the following cases:
1)A1)A2)(a): $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1},\left(\mu=\epsilon_{1}=0\right), \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3},\left(f_{2}=2 \epsilon_{3}\right)$.
1)A1)A2)(b): $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1},\left(\mu=\epsilon_{1}=0\right), \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{2} g_{3}$, $\left(f_{2}=2 \epsilon_{3}+\epsilon_{2}\right)$.
2)A1)A2): $\tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}, \tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1},\left(\mu=1, \epsilon_{1}=-1 / m\right), \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}$, $\left(f_{2}=2 \epsilon_{3}\right)$.

By an easy computation we see that in cases A1) and A2) we have

$$
\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
-1 \\
f_{2}+\delta_{4} \\
-2 d_{1}-\epsilon_{4}
\end{array}\right),
$$

so by looking at the linear parts we conclude that we must have $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}^{u} g_{2}^{v}$. Now we have

$$
g_{4}^{-1} g_{1}^{u} g_{2}^{v}\left(\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
-1 \\
1-\delta_{4}+u \delta_{1} \\
-\epsilon_{4}+u \epsilon_{1}+v \epsilon_{2}
\end{array}\right),
$$

thus we obtain $u=\left(f_{2}+2 \delta_{4}-1\right) / \delta_{1}, v=\left(-2 d_{1}-u \epsilon_{1}\right) / \epsilon_{2}$.

Again we can substitute $g_{4}$ with $g_{4} g_{1}^{r} g_{2}^{s}$ and try to find a normal form for the conjugation action of $\tilde{\sigma}$ on $g_{4}$.

In case 1)A1)(a) we compute

$$
u=\left(2 \epsilon_{3}-1+2 \delta_{4}\right) / \delta_{1} \in \mathbb{Z}, v=\left(-2 d_{1}-u \epsilon_{1}\right) / \epsilon_{2}=0, \tilde{\sigma} g_{4} g_{1}^{r} g_{2}^{s} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}^{u} g_{1}^{r} g_{2}^{-s} .
$$

Thus we have the two following possibilities:
1)A1)(a)(i): If $u \equiv 0(\bmod 2)$, then we can set $r=-u / 2$ and we may assume $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1}, u=0$, i.e. $\epsilon_{3}+\delta_{4}=1 / 2$.
1)A1)(a)(ii): If $u \equiv 1(\bmod 2)$, then we can set $r=(1-u) / 2$ and we may assume $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}, u=1$, i.e. $2 \epsilon_{3}+2 \delta_{4}-1=\delta_{1}$.

In case 1)A1)(b) we compute
$u=\left(2 \epsilon_{3}-1+2 \delta_{4}+\epsilon_{2}\right) / \delta_{1} \in \mathbb{Z}, v=\left(-2 d_{1}-u \epsilon_{1}\right) / \epsilon_{2}=0, \tilde{\sigma} g_{4} g_{1}^{r} g_{2}^{s} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}^{u} g_{1}^{r} g_{2}^{-s}$.
Thus we have the two following possibilities:
1)A1)(b)(i): If $u \equiv 0(\bmod 2)$, then we can set $r=-u / 2$ and we may assume $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1}, u=0$, i.e. $2 \epsilon_{3}+2 \delta_{4}+\epsilon_{2}=1$.
1)A1)(b)(ii): If $u \equiv 1(\bmod 2)$, then we can set $r=(1-u) / 2$ and we may assume $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}, u=1$, i.e. $2 \epsilon_{3}+2 \delta_{4}-1+\epsilon_{2}=\delta_{1}$.

In case 1)A2)(a) we compute

$$
u=\left(2 \epsilon_{3}-1+2 \delta_{4}\right) / \delta_{1} \in \mathbb{Z}, v=\left(-2 d_{1}-u \epsilon_{1}\right) / \epsilon_{2}=-m / 2
$$

therefore this case occurs only if $m \equiv 0(\bmod 2)$. $\tilde{\sigma} g_{4} g_{1}^{r} g_{2}^{s} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}^{u} g_{2}^{\frac{-m}{2}} g_{1}^{r} g_{2}^{-s}$.
Thus we have the two following possibilities:
1)A2)(a)(i): If $u \equiv 0(\bmod 2)$, then we can set $r=-u / 2$ and we may assume $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{2}^{-m / 2}, u=0$, i.e. $\epsilon_{3}+\delta_{4}=1 / 2$.
1)A2)(a)(ii): If $u \equiv 1(\bmod 2)$, then we can set $r=(1-u) / 2$ and we may assume

$$
\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1} g_{2}^{-m / 2}, u=1, \text { i.e. } 2 \epsilon_{3}+2 \delta_{4}-1=\delta_{1} .
$$

We will prove later that case 1)A2)(b) does not occur.
In case 2)A1) we have

$$
\begin{aligned}
& \tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2},\left(\mu=1, \epsilon_{1}=-1 / m\right) \\
& \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3},\left(f_{2}=2 \epsilon_{3}\right), \tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}^{u} g_{2}^{v}
\end{aligned}
$$

with $u=\left(2 \epsilon_{3}+2 \delta_{4}-1\right) / \delta_{1}, v=\left(-2 d_{1}-u \epsilon_{1}\right) / \epsilon_{2}=u / 2$. Thus we must have $u \equiv$ $0(\bmod 2)$.

Then $\tilde{\sigma} g_{4} g_{1}^{r} g_{2}^{s} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}^{u} g_{2}^{v} g_{1}^{r} g_{2}^{r-s}$, so if we choose $r=-u / 2$ we have $v+r=0$ and we can assume $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1}, u=0, v=0, \epsilon_{3}+\delta_{4}=1 / 2$.

In case 2)A2) we have

$$
\begin{aligned}
& \tilde{\sigma} g_{2} \tilde{\sigma}^{-1}=g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2},\left(\mu=1, \epsilon_{1}=-1 / m\right), \\
& \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3},\left(f_{2}=2 \epsilon_{3}\right), \tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}^{u} g_{2}^{v}
\end{aligned}
$$

with $u=\left(2 \epsilon_{3}+2 \delta_{4}-1\right) / \delta_{1}, v=\left(-2 d_{1}-u \epsilon_{1}\right) / \epsilon_{2}=(u-m) / 2$. Thus we must have $u \equiv m(\bmod 2)$. Then $\tilde{\sigma} g_{4} g_{1}^{r} g_{2}^{s} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1}^{u} g_{2}^{v} g_{1}^{r} g_{2}^{r-s}$, so we have the following two different cases:
2)A2)(i) If $u \equiv 0(\bmod 2)$ (then also $m \equiv 0(\bmod 2)$ ), we can choose $r=-u / 2$ and we have $v+r=-m / 2$ and we can assume $\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{2}^{-m / 2}, v=-m / 2, u=0$, i.e. $\epsilon_{3}+\delta_{4}=1 / 2$.
2)A2)(ii) If $u \equiv 1(\bmod 2)($ then also $m \equiv 1(\bmod 2))$, we can choose $r=(-u+1) / 2$ and we have $v+r=(1-m) / 2$ and we can assume

$$
\tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{1} g_{2}^{(1-m) / 2}, v=(1-m) / 2, u=1, \text { i.e. } 2 \epsilon_{3}+2 \delta_{4}-1=\delta_{1}
$$

Observe now that in the cases A1) and B) we have $\tilde{\sigma}^{2} \in Z, \forall \tilde{\sigma} \in \hat{G}-G$. In fact,

$$
\tilde{\sigma}^{2}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
2 \gamma_{1} \\
0
\end{array}\right)
$$

So, in cases A1) and B) we can write $\tilde{\sigma}^{2}=g_{1}^{p} g_{2}^{q} \in Z$.
In case A2), for every lifting $\tilde{\sigma}$, we have

$$
\tilde{\sigma}^{2}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{c}
1 \\
0 \\
1 / 4+2 \gamma_{1} \\
f_{2} / 2
\end{array}\right)
$$

so we can write $\tilde{\sigma}^{2}=g_{3} g_{1}^{p} g_{2}^{q}$, thus (6) doesn't split.
Therefore in cases A1) and B) we must have $2 \gamma_{1}=p \delta_{1}, p \epsilon_{1}+q \epsilon_{2}=0$, or equivalently $p \mu=2 q$.

In case A2) we must have $2 \gamma_{1}=-1 / 4+p \delta_{1}+\delta_{3}, p \epsilon_{1}+q \epsilon_{2}+\epsilon_{3}=f_{2} / 2$.
Notice that by substituting $\tilde{\sigma}$ by $\tilde{\sigma} g_{1}^{k} g_{2}^{s}, k, s \in \mathbb{Z}$, the conjugation action of $\tilde{\sigma}$ on $G$ doesn't change. So if we substitute $\tilde{\sigma}$ by $\tilde{\sigma} g_{1}^{k} g_{2}^{s}$, in cases A1) and B) we get $\left(\tilde{\sigma} g_{1}^{k} g_{2}^{s}\right)^{2}=g_{1}^{2 k+p} g_{2}^{k \mu+q}$.

In case 1)B) then we have $\tilde{\sigma}^{2}=g_{1}^{p} g_{2}^{q}, 2 \gamma_{1}=p \delta_{1}, p \epsilon_{1}+q \epsilon_{2}=q \epsilon_{2}=0$, thus $q=0$, since $\epsilon_{2} \neq 0$. So if we substitute $\tilde{\sigma}$ by $\tilde{\sigma} g_{1}^{k} g_{2}^{s}$, we obtain $\left(\tilde{\sigma} g_{1}^{k} g_{2}^{s}\right)^{2}=g_{1}^{2 k+p}$, so we have the two following cases:
$1) \mathrm{B})^{\prime}$ if $p \equiv 0(\bmod 2)$, then we can set $k=-p / 2$ and we may assume $\tilde{\sigma}^{2}=I d$, $\gamma_{1}=0$ and (6) splits.
1)B)" if $p \equiv 1(\bmod 2)$, then we can set $k=(1-p) / 2$ and we may assume $\tilde{\sigma}^{2}=g_{1}, \gamma_{1}=\delta_{1} / 2$. We claim that (6) does not split. In fact otherwise there would exist an element $g \in G$ such that $(\tilde{\sigma} g)^{2}=1$. But any $g \in G$ can be written as follows: $g=g_{4}^{r} g_{3}^{s} g_{1}^{l} g_{2}^{t}$, so we have

$$
\begin{aligned}
(\tilde{\sigma} g)^{2} & =\left(\tilde{\sigma} g \tilde{\sigma}^{-1}\right) \tilde{\sigma}\left(\tilde{\sigma} g \tilde{\sigma}^{-1}\right) \tilde{\sigma}=g_{3}^{r} g_{4}^{s} g_{1}^{l} g_{2}^{-t} \tilde{\sigma}\left(g_{3}^{r} g_{4}^{s} g_{1}^{l} g_{2}^{-t}\right) \tilde{\sigma}^{-1} \tilde{\sigma}^{2} \\
& =g_{3}^{r} g_{4}^{s+r} g_{3}^{s} g_{1}^{2 l+1}=g_{4}^{s+r} g_{3}^{s+r} g_{2}^{m r(r+s)} g_{1}^{2 l+1}
\end{aligned}
$$

Then $(\tilde{\sigma} g)^{2}=1$ implies $2 l+1=0$, a contradiction.
In case 2 )B) we have $\tilde{\sigma}^{2}=g_{1}^{p} g_{2}^{q}, 2 \gamma_{1}=p \delta_{1}, p \epsilon_{1}+q \epsilon_{2}=\frac{-p+2 q}{m}=0$, thus $2 q=p$. So if we substitute $\tilde{\sigma}$ by $\tilde{\sigma} g_{1}^{k} g_{2}^{s}$, we obtain $\left(\tilde{\sigma} g_{1}^{k} g_{2}^{s}\right)^{2}=g_{1}^{2 k+p} g_{2}^{k+q}=g_{1}^{2(k+q)} g_{2}^{k+q}$. Therefore if we set $k=-q$ we can assume $\tilde{\sigma}^{2}=I d, \gamma_{1}=0$ and (6) splits.

In case 1)A1) we have $\tilde{\sigma}^{2}=g_{1}^{p} g_{2}^{q}, 2 \gamma_{1}=p \delta_{1}, p \epsilon_{1}+q \epsilon_{2}=q \epsilon_{2}=0$, thus $q=0$, since $\epsilon_{2} \neq 0$. So if we substitute $\tilde{\sigma}$ by $\tilde{\sigma} g_{1}^{k} g_{2}^{s}$, we obtain $\left(\tilde{\sigma} g_{1}^{k} g_{2}^{s}\right)^{2}=g_{1}^{2 k+p}$, so we have the two following cases:
1)A1)' if $p \equiv 0(\bmod 2)$, then we can set $k=-p / 2$ and we may assume $\tilde{\sigma}^{2}=I d$, $\gamma_{1}=0$ and (6) splits.
1)A1)" if $p \equiv 1(\bmod 2)$, then we can set $k=(1-p) / 2$ and we may assume $\tilde{\sigma}^{2}=g_{1}, \gamma_{1}=\delta_{1} / 2$. Observe that this does not necessarily imply that (6) does not split.

In case 2)A1) we have $\tilde{\sigma}^{2}=g_{1}^{p} g_{2}^{q}, 2 \gamma_{1}=p \delta_{1}, p \epsilon_{1}+q \epsilon_{2}=\frac{-p+2 q}{m}=0$, thus $2 q=p$. So if we substitute $\tilde{\sigma}$ by $\tilde{\sigma} g_{1}^{k} g_{2}^{s}$, we obtain $\left(\tilde{\sigma} g_{1}^{k} g_{2}^{s}\right)^{2}=g_{1}^{2 k+p} g_{2}^{k+q}=g_{1}^{2(k+q)} g_{2}^{k+q}$. Therefore if we set $k=-q$ we can assume $\tilde{\sigma}^{2}=I d, \gamma_{1}=0$ and (6) splits.

In case 1)A2)(a) we have $\tilde{\sigma}^{2}=g_{3} g_{1}^{p} g_{2}^{q}, 2 \gamma_{1}=-1 / 4+p \delta_{1}+\delta_{3}, p \epsilon_{1}+q \epsilon_{2}+\epsilon_{3}=$ $q \epsilon_{2}+\epsilon_{3}=f_{2} / 2=\epsilon_{3}$, thus $q=0$, since $\epsilon_{2} \neq 0$. So if we substitute $\tilde{\sigma}$ by $\tilde{\sigma} g_{1}^{k} g_{2}^{s}$, we obtain $\left(\tilde{\sigma} g_{1}^{k} g_{2}^{s}\right)^{2}=g_{3} g_{1}^{2 k+p}$, so we have the two following cases:
1)A2)(a)' if $p \equiv 0(\bmod 2)$, then we can set $k=-p / 2$ and we may assume $\tilde{\sigma}^{2}=g_{3}$, $\gamma_{1}=\left(\delta_{3}-1 / 4\right) / 2$.
1)A2)(a)" if $p \equiv 1(\bmod 2)$, then we can set $k=(1-p) / 2$ and we may assume $\tilde{\sigma}^{2}=g_{3} g_{1}, \gamma_{1}=\left(-1 / 4+\delta_{1}+\delta_{3}\right) / 2$.

In case 1)A2)(b) we have

$$
2 \gamma_{1}=-1 / 4+p \delta_{1}+\delta_{3}, p \epsilon_{1}+q \epsilon_{2}+\epsilon_{3}=q \epsilon_{2}+\epsilon_{3}=f_{2} / 2=\epsilon_{3}+\epsilon_{2} / 2
$$

thus $q=1 / 2$, absurd. Thus this case does not occur.
In case 2)A2) we have

$$
\begin{aligned}
\tilde{\sigma}^{2} & =g_{3} g_{1}^{p} g_{2}^{q}, 2 \gamma_{1}=-1 / 4+p \delta_{1}+\delta_{3}, p \epsilon_{1}+q \epsilon_{2}+\epsilon_{3} \\
& =-p / m+2 q / m+\epsilon_{3}=f_{2} / 2=\epsilon_{3}
\end{aligned}
$$

thus $2 q=p$. So if we substitute $\tilde{\sigma}$ by $\tilde{\sigma} g_{1}^{k} g_{2}^{s}$, we obtain $\left(\tilde{\sigma} g_{1}^{k} g_{2}^{s}\right)^{2}=g_{3} g_{1}^{2 k+p} g_{2}^{k+q}=$ $g_{3} g_{1}^{2(k+q)} g_{2}^{k+q}$, so if we set $k=-q$, we can assume $\tilde{\sigma}^{2}=g_{3}, \gamma_{1}=\left(\delta_{3}-1 / 4\right) / 2$.

We finally list all the different cases in normal forms that occur:
$1) \mathrm{B})^{\prime}\left(E_{\alpha}, \sigma_{1}\right)$ as in case B), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{4}, f_{1}=-f_{2}=\delta_{4}-\delta_{3} \\
& =-\epsilon_{4}-\epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{3}, \tilde{\sigma}^{2}=I d, \gamma_{1}=0
\end{aligned}
$$

and (6) splits.
1)B)" $\left(E_{\alpha}, \sigma_{1}\right)$ as in case B$), \gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{4}, f_{1}=-f_{2}=\delta_{4}-\delta_{3} \\
& =-\epsilon_{4}-\epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{3}, \tilde{\sigma}^{2}=g_{1}, \gamma_{1}=\delta_{1} / 2
\end{aligned}
$$

and we have already observed that(6) does not split.
2)B) $\left(E_{\alpha}, \sigma_{1}\right)$ as in case B), $\gamma_{2}=0, \epsilon_{1}=-1 / m$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{4}, f_{1}=\delta_{4}-\delta_{3} \\
& =-\epsilon_{4}-\epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{3}, \tilde{\sigma}^{2}=I d, \gamma_{1}=0
\end{aligned}
$$

and (6) splits.
1)A1)(a)(i)' $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1}, \epsilon_{3}+\delta_{4}=1 / 2, \tilde{\sigma}^{2}=I d, \gamma_{1}=0
\end{aligned}
$$

and (6) splits.
1)A1)(a)(i)" $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1}, \epsilon_{3}+\delta_{4}=1 / 2, \tilde{\sigma}^{2}=g_{1}, \gamma_{1}=\delta_{1} / 2
\end{aligned}
$$

We also claim that (6) does not split. In fact otherwise there would exist an element $g \in G$ such that $(\tilde{\sigma} g)^{2}=1$. But any $g \in G$ can be written as follows: $g=g_{4}^{r} g_{3}^{s} g_{1}^{l} g_{2}^{t}$, so we have

$$
\begin{aligned}
(\tilde{\sigma} g)^{2} & =\left(\tilde{\sigma} g \tilde{\sigma}^{-1}\right) \tilde{\sigma}\left(\tilde{\sigma} g \tilde{\sigma}^{-1}\right) \tilde{\sigma}=g_{4}^{-r} g_{3}^{s} g_{1}^{l} g_{2}^{-t} \tilde{\sigma}\left(g_{4}^{-r} g_{3}^{s} g_{1}^{l} g_{2}^{-t}\right) \tilde{\sigma}^{-1} \tilde{\sigma}^{2} \\
& =g_{4}^{-r} g_{3}^{s} g_{4}^{r} g_{3}^{s} g_{1}^{2 l+1}=g_{3}^{2 s} g_{2}^{m r s} g_{1}^{2 l+1}
\end{aligned}
$$

Then $(\tilde{\sigma} g)^{2}=1$ implies $2 l+1=0$, a contradiction.
1)A1)(a)(ii)' $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{1}, 2 \epsilon_{3}+2 \delta_{4}-1=\delta_{1}, \tilde{\sigma}^{2}=I d, \gamma_{1}=0
\end{aligned}
$$

and (6) splits.
1)A1)(a)(ii)" $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{1}, 2 \epsilon_{3}+2 \delta_{4}-1=\delta_{1}, \tilde{\sigma}^{2}=g_{1}, \gamma_{1}=\delta_{1} / 2
\end{aligned}
$$

and we claim that (6) splits. In fact one can easily see that $\left(\tilde{\sigma} g_{4} g_{1}^{-1}\right)^{2}=1$.

1) A1)(b)(i) ${ }^{\prime}\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3} g_{2}, f_{2} \\
& =2 \epsilon_{3}+\epsilon_{2}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1}, 2 \epsilon_{3}+2 \delta_{4}+\epsilon_{2}-1=0, \tilde{\sigma}^{2}=I d, \gamma_{1}=0
\end{aligned}
$$

and (6) splits.

1) A 1$)(\mathrm{b})(\mathrm{i}) "\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3} g_{2}, f_{2} \\
& =2 \epsilon_{3}+\epsilon_{2}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1}, 2 \epsilon_{3}+2 \delta_{4}+\epsilon_{2}-1=0, \tilde{\sigma}^{2}=g_{1}, \gamma_{1}=\delta_{1} / 2
\end{aligned}
$$

and we claim that (6) does not split. In fact otherwise there would exist an element $g \in G$ such that $(\tilde{\sigma} g)^{2}=1$. But any $g \in G$ can be written as follows: $g=g_{4}^{r} g_{3}^{s} g_{1}^{l} g_{2}^{t}$, so we have

$$
\begin{aligned}
(\tilde{\sigma} g)^{2} & =\left(\tilde{\sigma} g \tilde{\sigma}^{-1}\right) \tilde{\sigma}\left(\tilde{\sigma} g \tilde{\sigma}^{-1}\right) \tilde{\sigma}=g_{4}^{-r} g_{3}^{s} g_{2}^{s} g_{1}^{l} g_{2}^{-t} \tilde{\sigma}\left(g_{4}^{-r} g_{3}^{s} g_{2}^{s} g_{1}^{l} g_{2}^{-t}\right) \tilde{\sigma}^{-1} \tilde{\sigma}^{2} \\
& =g_{4}^{-r} g_{3}^{s} g_{4}^{r} g_{3}^{s} g_{1}^{2 l+1} g_{2}^{s}=g_{3}^{2 s} g_{2}^{m r s}+s g_{1}^{2 l+1}
\end{aligned}
$$

Then $(\tilde{\sigma} g)^{2}=1$ implies $2 l+1=0$, a contradiction.
1)A1)(b)(ii)' $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3} g_{2}, f_{2}=2 \epsilon_{3}+\epsilon_{2}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{1}, 2 \epsilon_{3}+2 \delta_{4}+\epsilon_{2}-1=\delta_{1}, \tilde{\sigma}^{2}=I d, \gamma_{1}=0
\end{aligned}
$$

and (6) splits.

1) A 1$)(\mathrm{b})(\mathrm{ii}) "\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=0$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3} g_{2}, f_{2}=2 \epsilon_{3}+\epsilon_{2}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{1}, 2 \epsilon_{3}+2 \delta_{4}+\epsilon_{2}-1=\delta_{1}, \tilde{\sigma}^{2}=g_{1}, \gamma_{1}=\delta_{1} / 2
\end{aligned}
$$

and we claim that (6) splits. In fact one can easily see that $\left(\tilde{\sigma} g_{4} g_{1}^{-1}\right)^{2}=1$.
2)A1) $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A1), $\gamma_{2}=0, \epsilon_{1}=-1 / m$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1}, \epsilon_{3}+\delta_{4}=1 / 2, \tilde{\sigma}^{2}=I d, \gamma_{1}=0
\end{aligned}
$$

and (6) splits.
1)A2)(a)(i) ${ }^{\prime}\left(E_{\alpha}, \sigma_{1}\right)$ as in case A 2$), \gamma_{2}=0, \epsilon_{1}=0, m \equiv 0(\bmod 2)$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{2}^{-m / 2}, \epsilon_{3}+\delta_{4}=1 / 2, \tilde{\sigma}^{2}=g_{3}, \gamma_{1}=\left(\delta_{3}-1 / 4\right) / 2
\end{aligned}
$$

and (6) does not split.
1)A2)(a)(i)" $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A2), $\gamma_{2}=0, \epsilon_{1}=0, m \equiv 0(\bmod 2)$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1}=g_{4}^{-1} g_{2}^{-m / 2}, \epsilon_{3}+\delta_{4} \\
& =1 / 2, \tilde{\sigma}^{2}=g_{3} g_{1}, \gamma_{1}=\left(-1 / 4+\delta_{1}+\delta_{3}\right) / 2
\end{aligned}
$$

and (6) does not split.
1)A2)(a)(ii)' $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A2), $\gamma_{2}=0, \epsilon_{1}=0, m \equiv 0(\bmod 2)$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3} g_{2}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{1} g_{2}^{-m / 2}, 2 \epsilon_{3}+2 \delta_{4}-1=\delta_{1}, \tilde{\sigma}^{2}=g_{3}, \gamma_{1}=\left(\delta_{3}-1 / 4\right) / 2
\end{aligned}
$$

and (6) does not split.
1)A2)(a)(ii)" $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A 2$), \gamma_{2}=0, \epsilon_{1}=0, m \equiv 0(\bmod 2)$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{1} g_{2}^{-m / 2}, 2 \epsilon_{3}+2 \delta_{4}-1=\delta_{1}, \tilde{\sigma}^{2}=g_{3} g_{1}, \gamma_{1}=\left(\delta_{3}-1 / 4+\delta_{1}\right) / 2
\end{aligned}
$$

and (6) does not split.
2)A2)(i) $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A2), $\gamma_{2}=0, \epsilon_{1}=-1 / m, m \equiv 0(\bmod 2)$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{2}^{-m / 2}, \epsilon_{3}+\delta_{4}=1 / 2, \tilde{\sigma}^{2}=g_{3}, \gamma_{1}=\left(\delta_{3}-1 / 4\right) / 2
\end{aligned}
$$

and (6) does not split.
2)A2)(ii) $\left(E_{\alpha}, \sigma_{1}\right)$ as in case A 2$), \gamma_{2}=0, \epsilon_{1}=-1 / m, m \equiv 1(\bmod 2)$.

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1}, \tilde{\sigma} g_{1} \tilde{\sigma}^{-1}=g_{1} g_{2}, \tilde{\sigma} g_{3} \tilde{\sigma}^{-1}=g_{3}, f_{2}=2 \epsilon_{3}, \tilde{\sigma} g_{4} \tilde{\sigma}^{-1} \\
& =g_{4}^{-1} g_{2}^{(1-m) / 2}, 2 \epsilon_{3}+2 \delta_{4}-1=\delta_{1}, \tilde{\sigma}^{2}=g_{3}, \gamma_{1}=\left(\delta_{3}-1 / 4\right) / 2
\end{aligned}
$$

and (6) does not split.
In order to see that all these cases are different, we only have to check that case 1)A1)(a)(i)' is different from case 1)A1)(a)(i)"; case 1)A1)(b)(ii)' is different from case 1)A1)(b)(ii)"; case 1)A2)(a)(i)' is different from case 1)A2)(a)(i)"; case 1)A2)(a)(ii)' is different from case 1)A2)(a)(ii)". In fact in each of the above pair of cases, the conjugation action of $\tilde{\sigma}$ is the same, but $\tilde{\sigma}^{2}$ is different.

Denote by $\tilde{\sigma}$ and $\tilde{\sigma}^{\prime}$ the liftings of $\sigma$ as in the above list respectively in the first and in the second case of each pair. Then since the conjugation action of $\tilde{\sigma}$ and of $\tilde{\sigma}^{\prime}$
on the $g_{i}^{\prime} s$ are the same, the two cases of each pair are equivalent if and only if there exists a $g \in Z$ such that $\tilde{\sigma}^{\prime}=\tilde{\sigma} \circ g$. But then if we set $g=g_{1}^{r} g_{2}^{t}, \tilde{\sigma} g \tilde{\sigma}^{-1}=g^{\prime}$, we have $\tilde{\sigma}^{\prime 2}=g^{\prime}\left(\tilde{\sigma} g^{\prime} \tilde{\sigma}^{-1}\right) \tilde{\sigma}^{2}$. Now in all these cases we have $\tilde{\sigma}^{\prime 2} \tilde{\sigma}^{-2}=g_{1}$, then we must have $g_{1}=\tilde{\sigma}^{\prime 2} \tilde{\sigma}^{-2}=g^{\prime}\left(\tilde{\sigma} g^{\prime} \tilde{\sigma}^{-1}\right)=g_{1}^{2 r}$, as one can easily compute, so we have found a contradiction.

## 4. The topology of the real part

Now we would like to determine the topology of the real part of a real Kodaira surface $S$.
First of all we recall that remark (3.7) tells us that in cases 1B)", 1A1)(a)(i)", 1A1)(b)(i)", 1)A2)(a)(i)', 1)A2)(a)(i)", 1)A2)(a)(ii)', 1)A2)(a)(ii)", 1)A2)(i), 2)A2)(ii) of (3.9), the real part of $S$ is empty, since (6) does not split.

Remark 4.1. The fixed point locus of an antiholomorphic involution $\sigma$ on a real Kodaira surface $S$ can only be a disjoint union of tori and Klein bottles.
In fact we have the fibration

with fibre $E_{\beta}=\mathbb{C} /\left(\mathbb{Z} \beta_{1}+\mathbb{Z} \beta_{2}\right)$, so each component of the real locus is a $S^{1}$ bundle on $S^{1}$.

Furthermore the number of such connected components is less or equal to 4 , since the real part of an elliptic curve has at most 2 connected components.

We want now to show how one can compute the number $k$ of connected components of the real part $S(\mathbb{R})$ of a real Kodaira surface and how to determine the nature of the components.

Assume that $S(\mathbb{R}) \neq \emptyset$, then of course $F i x\left(\sigma_{1}\right) \neq \emptyset\left(\sigma_{1}\right.$ is the action of $\sigma$ on $E_{\alpha}$ as in 4.1) and Fix $\left(\sigma_{1}\right)$ has either one or two connected components homeomorphic to $S^{1}$.

We consider then all the possible liftings $\tilde{\sigma}^{\prime}$ of $\sigma$, such that $\tilde{\sigma}^{\prime 2}=I d$ and we consider their fixed point loci. Then, for a component in the fixed point locus of such a lifting $\tilde{\sigma}^{\prime}$, we take the equivalence class, where we say that two such components $\Gamma$ and $\Gamma^{\prime}$ are equivalent if and only if there exists an element $h \in G$ such that $h(\Gamma)=\Gamma^{\prime}$.

Finally we want to see if the components are tori or Klein bottles and we observe that if $\Gamma$ is a connected component of the fixed point locus of a lifting $\tilde{\sigma}^{\prime}$ as above, the corresponding connected component of $S(\mathbb{R})$ is homeomorphic to $\Gamma / H$, where $H=\{g \in G \mid g(\Gamma)=\Gamma\}$.

Furthermore, since $\Gamma \cong \mathbb{R}^{2}$, we see that $\pi_{1}(\Gamma / H) \cong H$, thus we only need to determine $H$.

We will see that $H$ is always abelian, therefore all the connected components are tori.

In order to understand better what we are saying, we show the computation in case 1)A1)(a)(i)' of 3.9. From Theorem 3.9 we know that we may choose a lifting $\tilde{\sigma}$ of $\sigma$ to the universal covering $\mathbb{R}^{4}$ such that

$$
\begin{aligned}
\tilde{\sigma} g_{2} \tilde{\sigma}^{-1} & =g_{2}^{-1} \\
\tilde{\sigma} g_{1} \tilde{\sigma}^{-1} & =g_{1} \\
\tilde{\sigma} g_{3} \tilde{\sigma}^{-1} & =g_{3} \\
\tilde{\sigma} g_{4} \tilde{\sigma}^{-1} & =g_{4}^{-1}
\end{aligned}
$$

Furthermore we know that $\tilde{\sigma}^{2}=1$.
We want to find the elements $g \in G$ such that $(\tilde{\sigma} g)^{2}=1$.
We know that every element $g \in G$ can be written as follows: $g=g_{4}^{b} g_{3}^{a} g_{2}^{t} g_{1}^{l}$, with $b, a, t, l \in \mathbb{Z}$, so we have:

$$
\begin{aligned}
(\tilde{\sigma} g)^{2} & =\left(\tilde{\sigma} g_{4}^{b} g_{3}^{a} g_{2}^{t} g_{1}^{l} \tilde{\sigma}^{-1}\right) \tilde{\sigma}\left(\tilde{\sigma} g_{4}^{b} g_{3}^{a} g_{2}^{t} g_{1}^{l} \tilde{\sigma}^{-1}\right) \tilde{\sigma} \\
& =g_{4}^{-b} g_{3}^{a} g_{4}^{b} g_{3}^{a} g_{1}^{2 l}=g_{4}^{-b} g_{3}^{a} g_{4}^{b} g_{3}^{-a} g_{3}^{2 a} g_{1}^{2 l}=g_{2}^{m a b} g_{3}^{2 a} g_{1}^{2 l}
\end{aligned}
$$

Thus $(\tilde{\sigma} g)^{2}=1$ if and only if $a=l=0$, and $g=g_{4}^{b} g_{2}^{t}$.
Now we want to determine the fixed point locus of $\tilde{\sigma} g$ in the universal covering $\mathbb{R}^{4}$ and we can explicitly compute:

$$
\begin{aligned}
\tilde{\sigma} g=\tilde{\sigma} g_{4}^{b} g_{2}^{t}\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)= & \left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & f_{2}+b & 1 & 0 \\
f_{2}+b & 0 & 0 & -1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right) \\
& +\left(\begin{array}{c}
0 \\
-b \\
f_{2} b+b(b-1) / 2+b \delta_{4} \\
-b \epsilon_{4}-t \epsilon_{2}
\end{array}\right)
\end{aligned}
$$

So $\tilde{\sigma} g(x)=x$ if and only if

$$
\begin{aligned}
y_{1} & =-b / 2 \\
\left(f_{2}+b\right) y_{1}+f_{2} b+b(b-1) / 2+b \delta_{4} & =0 \\
y_{2} & =\left(f_{2}+b\right) x_{1} / 2-b \epsilon_{4} / 2-t \epsilon_{2} / 2
\end{aligned}
$$

Now one can easily prove that we can assume $b=0,1$ and we find at most 4 connected components. In fact we can see that if we take $b, b^{\prime}$ as above such that $b \equiv b^{\prime}(\bmod 2)$, and we call $\Gamma, \Gamma^{\prime}$ the corresponding components, there exists an element $h \in G$ such that $h(\Gamma)=\Gamma^{\prime}$.

Therefore it suffices to make the explicit computation for $b=0,1$.

If $b=0$ we have $y_{1}=0$ and the third equation above gives $y_{2}=\frac{f_{2}}{2} x_{1}-t \frac{\epsilon_{2}}{2}$ and we get two connected components

$$
\begin{aligned}
& \Gamma_{1}=\left\{y_{1}=0, y_{2}=\frac{f_{2}}{2} x_{1}\right\}, \\
& \Gamma_{2}=\left\{y_{1}=0, y_{2}=\frac{f_{2}}{2} x_{1}+\frac{\epsilon_{2}}{2}\right\} .
\end{aligned}
$$

Now we must check whether the two components give rise to different components of $S(\mathbb{R})$ or if there exists an element $h \in G$ such that $h\left(\Gamma_{1}\right)=\Gamma_{2}$.

If $b=1$, from the second equation above we obtain $f_{2} / 2-1 / 2+\delta_{4}=0$ and this holds trivially since we have $\delta_{4}=1 / 2-f_{2} / 2$ (cf. 3.9).

So we finally get at most two other connected components, namely

$$
\begin{aligned}
& \Lambda_{1}=\left\{y_{1}=-1 / 2, y_{2}=\left(\frac{f_{2}+1}{2}\right) x_{1}-\frac{\epsilon_{4}}{2}\right\}, \\
& \Lambda_{2}=\left\{y_{1}=-1 / 2, y_{2}=\left(\frac{f_{2}+1}{2}\right) x_{1}-\frac{\epsilon_{4}}{2}+\frac{\epsilon_{2}}{2}\right\} .
\end{aligned}
$$

Again one has to check whether these two components give rise to two different connected components in $S(\mathbb{R})$ or not.

We show that $\Gamma_{1}$ and $\Gamma_{2}$ are not in the same equivalence class. In fact assume that there exists a $g \in G$ such that $g\left(\Gamma_{1}\right)=\Gamma_{2}$, then we can write $g=g_{4}^{s} g_{3}^{r} g_{1}^{l} g_{2}^{n}$ and we would have:

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r & s & 1 & 0 \\
-s & r & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
0 \\
x_{2} \\
\epsilon_{3} x_{1}
\end{array}\right)+\left(\begin{array}{c}
r \\
s \\
\delta \\
\epsilon
\end{array}\right)=\left(\begin{array}{c}
x_{1}^{\prime} \\
0 \\
x_{2}^{\prime} \\
\epsilon_{3} x_{1}^{\prime}+\epsilon_{2} / 2
\end{array}\right)
$$

so $s=0$ and $g=g_{3}^{r} g_{1}^{l} g_{2}^{n}$, which yields $\epsilon=r \epsilon_{3}+n \epsilon_{2}$ (recall that by 3.9 we have $\left.f_{2}=2 \epsilon_{3}\right)$. Then we must have $x_{1}^{\prime}=x_{1}+r, \epsilon_{3} x_{1}+\epsilon=\epsilon_{3} x_{1}^{\prime}+\epsilon_{2} / 2=\epsilon_{3}\left(x_{1}+r\right)+\epsilon_{2} / 2$, so we get $n \epsilon_{2}=\epsilon_{2} / 2$, which implies $n=1 / 2$, a contradiction.

Therefore there cannot exist a $g \in G$ such that $g\left(\Gamma_{1}\right)=\Gamma_{2}$, so $\Gamma_{1}$ and $\Gamma_{2}$ are not equivalent and they give rise to two distinct components of $S(\mathbb{R})$.

For the $\Lambda_{i}$ 's, we show that if $m \equiv 0(\bmod 2)$, then $\Lambda_{1}$ and $\Lambda_{2}$ are not equivalent, while if $m \equiv 1(\bmod 2)$, they are equivalent.

In fact we want to see if there exists an element $g \in G$ such that $g\left(\Lambda_{1}\right)=\Lambda_{2}$, so we write $g=g_{4}^{s} g_{3}^{r} g_{1}^{l} g_{2}^{n}$ as above and we impose

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r & s & 1 & 0 \\
-s & r & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
-1 / 2 \\
x_{2} \\
\left(\epsilon_{3}+1 / 2\right) x_{1}-\epsilon_{4} / 2
\end{array}\right)+\left(\begin{array}{c}
r \\
s \\
\delta \\
\epsilon
\end{array}\right)=\left(\begin{array}{c}
x_{1}^{\prime} \\
-1 / 2 \\
x_{2}^{\prime} \\
\left(\epsilon_{3}+1 / 2\right) x_{1}^{\prime}-\epsilon_{4} / 2+\epsilon_{2} / 2
\end{array}\right),
$$

so $s=0$ and $g=g_{3}^{r} g_{1}^{l} g_{2}^{n}$, which yields $\epsilon=r \epsilon_{3}+n \epsilon_{2}$. Then we must have

$$
\begin{aligned}
x_{1}^{\prime} & =x_{1}+r,-r / 2+\left(\epsilon_{3}+1 / 2\right) x_{1}-\epsilon_{4} / 2+\epsilon=\left(\epsilon_{3}+1 / 2\right) x_{1}^{\prime}-\epsilon_{4} / 2+\epsilon_{2} / 2 \\
& =\left(\epsilon_{3}+1 / 2\right)\left(x_{1}+r\right)-\epsilon_{4} / 2+\epsilon_{2} / 2
\end{aligned}
$$

so we get $n \epsilon_{2}-\epsilon_{2} / 2=r$. Since $\epsilon_{2}=2 / m$, we obtain $2 n-1=m r$, which is obviously impossible if $m \equiv 0(\bmod 2)$. If instead $m \equiv 1(\bmod 2)$, we can for instance choose $r=1, n=(m+1) / 2$, so $\Lambda_{1}$ and $\Lambda_{2}$ are equivalent.

Therefore we have proven that if $m \equiv 0(\bmod 2), S(\mathbb{R})$ has 4 distinct connected components, while if $m \equiv 1(\bmod 2), S(\mathbb{R})$ has 3 distinct connected components.

Now we show that the component $\Gamma_{1}$ gives rise to a torus as a component of $S(\mathbb{R})$.
We have then to determine the group $H=\left\{g \in G \mid g\left(\Gamma_{1}\right)=\Gamma_{1}\right\}$. Since any $g \in G$ is of the form

$$
g\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r & s & 1 & 0 \\
-s & r & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2}
\end{array}\right)+\left(\begin{array}{l}
r \\
s \\
\delta \\
\epsilon
\end{array}\right)
$$

and $\Gamma_{1}=\left\{y_{1}=0, y_{2}=\frac{f_{2}}{2} x_{1}\right\}$, where $f_{2}=2 \epsilon_{3}$ (cf. 3.9), we want

$$
\begin{aligned}
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r & s & 1 & 0 \\
-s & r & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
0 \\
x_{2} \\
\epsilon_{3} x_{1}
\end{array}\right) & +\left(\begin{array}{l}
r \\
s \\
\delta \\
\epsilon
\end{array}\right) \\
& =\left(\begin{array}{c}
x_{1}^{\prime} \\
0 \\
x_{2}^{\prime} \\
\epsilon_{3} x_{1}^{\prime}
\end{array}\right)
\end{aligned}
$$

So we find $x_{1}^{\prime}=x_{1}+r, s=0, g=g_{3}^{r} g_{1}^{n} g_{2}^{t}(r, n, t \in \mathbb{Z}), \epsilon_{3} x_{1}+\epsilon=\epsilon_{3}\left(x_{1}+r\right)$. Now since $g=g_{3}^{r} g_{1}^{n} g_{2}^{t}$, we obtain $\epsilon=\epsilon_{3} r+t \epsilon_{2}$, so we must have $t=0, g=g_{3}^{r} g_{1}^{n}, r, n \in \mathbb{Z}$. So $H=\left\{g_{3}^{r} g_{1}^{n}, \mid r, n \in \mathbb{Z}\right\} \cong \mathbb{Z}^{2}$ and $\Gamma_{1} / H \cong S^{1} \times S^{1}$.

Analogously we can prove that also the other components are tori.
Similar computations allow us to describe the topology of the real part in all the other cases and we obtain the following table.

| Case | $m$ | $S(\mathbb{R})$ |
| :---: | :---: | :---: |
| 1) $B)^{\prime}$ | $m \equiv 0(\bmod 2)$ | $2 T$ |
| 1) $B)^{\prime}$ | $m \equiv 1(\bmod 2)$ | $T$ |
| 2) $B$ ) | $\forall m$ | $T$ |
| 1) $A 1)(a)(i)^{\prime}$ | $m \equiv 0(\bmod 2)$ | $4 T$ |
| 1) $A 1)(a)(i)^{\prime}$ | $m \equiv 1(\bmod 2)$ | $3 T$ |
| 1) $A 1)(a)(i i)^{\prime}$ | $\forall m$ | $2 T$ |
| 1) $A 1)(a)(i i)^{\prime \prime}$ | $m \equiv 0(\bmod 2)$ | $2 T$ |
| 1) $A 1)(a)(i i)^{\prime \prime}$ | $m \equiv 1(\bmod 2)$ | $T$ |
| 1) $A 1)(b)(i)^{\prime}$ | $m \equiv 0(\bmod 2)$ | $3 T$ |
| 1) $A 1)(b)(i)^{\prime}$ | $m \equiv 1(\bmod 2)$ | $4 T$ |
| 1) $A 1)(b)(i i)^{\prime}$ | $\forall m$ | $T$ |
| 1) $A 1)(b)(i i)^{\prime \prime}$ | $m \equiv 0(\bmod 2)$ | $T$ |
| 1) $A 1)(b)(i i)^{\prime \prime}$ | $m \equiv 1(\bmod 2)$ | $2 T$ |
| 2) $A 1$ ) | $\forall m$ | $2 T$ |
| 1) $B)^{\prime \prime}$ | $\forall m$ | $\emptyset$ |
| 1) $A 1)(a)(i)^{\prime \prime}$ | $\forall m$ | $\emptyset$ |
| 1) $A 1)(b)(i)^{\prime \prime}$ | $\forall m$ | $\emptyset$ |
| 1) A 2$)(\mathrm{a})(\mathrm{i})^{\prime}$ | $m \equiv 0(\bmod 2)$ | $\emptyset$ |
| 1) A 2$)(\mathrm{a})(\mathrm{i})^{\prime \prime}$ | $m \equiv 0(\bmod 2)$ | $\emptyset$ |
| 1) $A 2)(a)(i i)^{\prime}$ | $m \equiv 0(\bmod 2)$ | $\emptyset$ |
| 1) $A 2)(a)(i i)^{\prime \prime}$ | $m \equiv 0(\bmod 2)$ | $\emptyset$ |
| 2) $A 2)($ i | $m \equiv 0(\bmod 2)$ | $\emptyset$ |
| 2) $A 2$ (ii) | $m \equiv 0(\bmod 2)$ | $\emptyset$ |
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