
Collect. Math. 51, 3 (2000), 309–326

c© 2000 Universitat de Barcelona

Sharp Lp estimates for the segment multiplier

Laura De Carli

Dipartimento di matematica e applicazioni, Universita’ degli studi di Napoli “Federico II”

compl. Monte S. Angelo, Via Cintia, 80126 Napoli, Italy

e-mail: decarli@matna3.dma.unina.it

Enrico Laeng

Dipartimento di matematica, Politecnico di Milano

Piazza L. da Vinci 32, 20133 Milano, Italy

e-mail: enrlae@mate.polimi.it

Received March 3, 2000

Abstract

LetS be the segment multiplier on the real line, i.e., the linear operator obtained
by taking the inverse Fourier transform of f̂χ[a,b] where we denote by f̂ the
Fourier transform of a function f and by χ[a,b] the characteristic function of
the segment [a, b] (finite with positive measure). Our main result consists in
computing, for all 1 < p <∞, the best constant cp in the inequality ‖Sf‖p ≤
cp‖f‖p. We obtain along the way some results on the Hilbert Transform and on
the “gap Hilbert transform”which might have some independent interest. Also
we compute the best constant in the Lp(Rn) estimate for the “box multiplier”,
which is a higher dimensional version of the segment multiplier.

1. Introduction

The Hilbert transform (Hf)(ζ) = p.v. 1π
∫

R

f(x)
ζ−x dx is well-defined for f ∈ C∞

c (R)
and it can be extended to a bounded linear operator on Lp(R) which satisfies the
inequality of M. Riesz

309
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‖Hf‖p ≤ np‖f‖p 1 < p <∞.

The (p, p) norm of H is the best constant np in this inequality and it is given by

(1) np =




tan
(

π
2p

)
if 1 < p ≤ 2,

cot
(

π
2p

)
if 2 ≤ p <∞.

This is also the norm of the conjugate function operator, the analogue of H on
the unit circle. The expression (1) was found to be sharp first for a discrete family
of p’s in [4]. The full result is in [8] and was proven independently also by B. Cole
(unpublished).

Let [a, b] be a bounded interval of positive measure. Our main result consists
in proving that (1) is also the norm, for 1 < p < ∞, of the segment multiplier
S ≡ S[a,b], i.e., the linear operator defined by

(2) Sf(x) =
∫ b

a

f̂(ξ) e2πixξ dξ.

Let us denote by mp the norm of S. Multipliers norms are invariant by trans-
lation and dilation, therefore mp does not depend on [a, b]. Let us choose the sym-
metric interval [−r, r] with r > 0. We claim that mp does not exceed the norm np

of H. In fact

(3)
Sf(x) =

∫
R

f̂(ξ)χ[−r,r](ξ) e2πixξ dξ =
1
π

∫
R

f(t)
sin

(
2πr(x− t)

)
x− t

dt

= Im
(

1
π

∫
R

f(t)
e2πir(x−t)

x− t
dt

)
= Im (Mr HM−r f)(x),

where Mr, for every r ∈ R, is the linear operator defined by

(4) (Mrf)(x) = e2πirxf(x).

We have
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(5) ||Sf ||p ≤ ||MrHM−rf ||p ≤ np||f ||p.

The norm of S is given by mp = sup ||Sf ||p
||f ||p , where the supremum is taken over

all functions f in Lp(R) which are not identically zero. Therefore (5) implies

(6) mp ≤ np,

and our main task is reduced to show the reverse inequality. Our techniques lead to
some corollaries, side-results, and straightforward generalizations to higher dimen-
sional multipliers, which we will state separately.

Note that the (p, p) norms of S and H are originally defined by taking supre-
mums over real-valued Lp(R) functions. It turns out that these two norms are un-
changed if we consider complex-valued Lp(R) functions. This non-trivial fact is the
consequence of a general theorem of J. Marcinkiewicz and A. Zygmund about vector-
valued linear operators, (see [7]). This theorem implies that a linear operator that
maps boundedly a real-valued Lp space into itself also maps the complex-valued
version of the same space into itself with the same norm. This condition is not
true for multipliers in general: an important counterexample is the Riesz projection
(half-line multiplier) P , defined by

(7) (Pf)(ζ) =
f(ζ) + i(Hf)(ζ)

2
=

∫ +∞

0

f̂(ξ) e2πiζξ dξ.

The (p, p) norm of P does depend on the choice of the domain (real-valued versus
complex-valued Lp(R)). Note that, by translation invariance, we might reduce the
study of the multiplier associated to [a, b] to the case [−r, r] which, by (3), clearly
maps real-valued functions into real-valued functions. The same is no longer true
for the multiplier associated to the half-line [0,∞).

The sharp norm of this multiplier P , in the real case, has been found by I.E.
Verbitsky, and later, independently, by M. Essen (see [2], [9]). It is

(8) ||P ||Rp,p =
1
2

√
1 + n2

p.

The sharp norm in the complex case is strictly bigger than (8) because of the
lower estimate
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(9) ||P ||Cp,p ≥ 1
sin(π

p )
,

which has been known for a while (see e.g., [4]). Very recently B. Hollenbeck and
I.E. Verbitsky (see [6]) have proven that this estimate is sharp, i.e., the equal sign
actually holds in (9). Note that P is injective on real-valued Lp functions, while
there is a whole Hardy space of complex-valued Lp functions which are mapped
into 0.

2. One-parameter families leading to the (p, p) norm and
sub-norm of the Hilbert transform

In order to show that mp ≥ np we will start with a couple of lemmas about the
Hilbert transform H. Let p be a fixed exponent in the range 1 < p < ∞, let
δ ∈ (0, 1), and let χδ be the characteristic function of the set

(10) Aδ ≡ {x ∈ R : δ < |x| < 1/δ}.

We define the following pair of one-parameter functions

(11)
φδ(x) = φδ(x; p) = |x|−1/pχδ(x),

ψδ(x) = ψδ(x; p) = |x|−1/pχδ(x)sgn (x).

Observe that φδ is even, while ψδ is odd. They are both real-valued and in
Lp(R). For δ = 0 we have, as “limit case”, the following pair of weak-Lp functions

(12) φ0(x) = φ0(x; p) = |x|−1/p and ψ0(x) = ψ0(x; p) = |x|−1/psgn (x).

The functions (11) are truncations of the functions (12), and their norm is

(13) ‖φδ‖p = ‖ψδ‖p = (−4 log δ)1/p.

We have the following
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Lemma 1

Let H be the Hilbert transform and let φδ = φδ(x; p) and ψδ = ψδ(x; p) be

defined as in (11) and (12) above. Then

(14a) lim
δ→0

||Hφδ||p
||φδ||p

= tan
(
π

2p

)
if 1 < p ≤ 2,

(14b) lim
δ→0

||Hψδ||p
||ψδ||p

= cot
(
π

2p

)
if 2 ≤ p <∞.

Moreover, for a.e. ζ ∈ R,

(15a) (Hφδ)(ζ) = tan
(
π

2p

)
ψ0(ζ) + hδ(ζ),

(15b) (Hψδ)(ζ) = − cot
(
π

2p

)
φ0(ζ) + kδ(ζ),

where lim
δ→0

hδ(ζ) = lim
δ→0

kδ(ζ) = 0 in the sense of the uniform convergence on the

compact subsets of (−∞, 0)
⋃

(0,+∞).

Proof. The Hilbert transform of φ0 and ψ0 is well defined as a Cauchy principal
value integral, which can be computed using the theorem of residues. Our proof is
based on the choice of a contour in C which corresponds to the truncation given by
χδ, followed by an estimate of the remainder terms which arise in the computation.

Let us fix p and let ζ ∈ (δ, 1/δ). We have

(16)
(Hφδ)(ζ) = p.v.

1
π

{∫ 1/δ

δ

x−1/p

ζ − x
dx+

∫ −δ

−1/δ

(−x)−1/p

ζ − x
dx

}

= p.v.
2ζ
π

∫ 1/δ

δ

x−1/p

ζ2 − x2
dx.

The function f(z) = 2ζ
π

z−1/p

ζ2−z2 is meromorphic in the complex plane with the
positive real axis x ≥ 0 removed. We choose the branch of z−1/p with Arg(z) ∈
(0, 2π), and ε > 0 so small that (ζ − ε, ζ + ε) ⊂ (δ, 1/δ).
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Let Σδ, ε be the positively oriented and closed path defined as the union of the
following sub-paths: (i) the circle γδ with center z = 0 and radius δ in the negative
sense; (ii) the segment [δ, ζ − ε] of the real axis in the positive sense; (iii) the half
circle γ+

ζ, ε of center ζ and radius ε contained in the half plane Im (z) ≥ 0 in the
negative sense; (iv) the segment [ζ + ε, 1

δ ] of the real axis in the positive sense; (v)
the circle Γδ centered at the origin and of radius 1

δ in the positive sense; (vi) the
segment [ζ + ε, 1

δ ] of the real axis in the negative sense; (vii) the half circle γ−ζ, ε of
center ζ and radius ε contained in the half plane Im (z) ≤ 0 in the negative sense;
(viii) the segment [δ, ζ − ε] of the real axis in the negative sense.

Since Σδ, ε goes once around the pole z = −ζ we have, by the residue theorem,
that

∫
Σδ, ε

fdz = 2ie−
πi
p ζ−

1
p . On the other hand

∫
Σδ, ε

fdz is also equal to

(1 − e−(2πi)/p)

(∫ ζ−ε

δ

f(x)dx+
∫ 1/δ

ζ+ε

f(x)dx

)
+

∫
γζ, ε

fdz +
∫
γδ

fdz +
∫

Γδ

fdz.

We evaluate the integral of f on the circle γη, ε invoking again the residue
theorem, keeping into account that z−1/p changes determination when we go from
the upper to the lower half-circle. We obtain∫

γζ, ε

fdz = iζ−1/p(1 + e−(2πi)/p),

an expression which does not depend on ε. Letting ε→ 0, by (13) we obtain

(1 − e−(2πi)/p)(Hφδ)(ζ) = iζ−1/p(2e−(πi)/p − 1 − e−(2πi)/p) −
∫
γδ

fdz −
∫

Γδ

fdz.

Using the identity 1−cosα
sinα = tan(α

2 ) we finally get

(17) H(φδ)(ζ) = tan(
π

2p
)ζ−1/p + hδ(ζ),

where

(18) hδ(ζ) =
ie(iπ)/p

2 sin π
p

( ∫
γδ

fdz +
∫

Γδ

fdz
)
.

Although this expression for the remainder term is only valid when ζ ∈ (δ, 1/δ),
it becomes valid for any fixed ζ > 0 as soon as δ is small enough. Moreover, when
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ζ < 0 we can simply use the fact that (Hφδ)(−ζ) = −(Hφδ)(ζ). Therefore the
formula (15a) holds, and we need to check that hδ(ζ) → 0 uniformly on compact
subsets of the punctured line.

For z ∈ γδ, and ζ ∈ (δ, 1/δ) we have |ζ2 − z2| ≥ η2 − δ2 ≥ ζ(ζ − δ), and this
implies that |

∫
γδ
fdz| ≤ 4 δ1−1/p

ζ−δ .

Similarly, if z ∈ Γδ, and ζ ∈ (δ, 1/δ) we have |ζ2 − z2| ≥ δ−2 − ζ2 ≥ 1
δ ( 1

δ − ζ),

and therefore |
∫
Γδ
fdz| ≤ 4 δ1+1/pζ

1−δζ . So, if ζ ∈ K, where K is a compact subset of
(−∞, 0)

⋃
(0,+∞), for δ > 0 small enough we have

(19) |hδ(ζ)| ≤
2

sin π
p

(
δ1−1/p

ζ − δ
+
δ1+1/pζ

1 − δζ

)
,

which gives us the uniform bound we needed.
The formula (15b) can be proven using the same path in C and a meromorphic

function constructed from ψ0 instead of φ0. It can also be deduced from the fact that
the Hilbert transform composed with itself is −I, where I is the identity operator.

Let χ2δ be the characteristic function of A2δ ≡ {x ∈ R : 2δ < |x| < 1
2δ}. From

Minkowski’s inequality and (15a) it follows that

||Hφδ||p
||φδ||p

≥ ||χ2δHφδ||p
||φδ||p

≥ tan
(
π

2p

) ||φ2δ||p
||φδ||p

− ||χ2δhδ||p
||φδ||p

.

If 1 < p ≤ 2, because of (1), we have tan
(

π
2p

)
≥ ||Hφδ||p

||φδ||p and therefore (14a)

follows if we show that limδ→0
||φ2δ||p
||φδ||p = 1 and limδ→0

||χ2δhδ||p
||φδ||p = 0. The first one

of these two limits is immediate, because of (13). The second one, because of the
estimate (19), is reduced to proving that

(20) lim
δ→0

||χ2δh1||pp
log δ

= lim
δ→0

||χ2δh2||pp
log δ

= 0,

where we have set

(21) h1(ζ) =
δ1−1/p

ζ − δ
and h2(ζ) =

δ1+1/pζ

1 − δζ
.

Note that, since Hφδ is an odd function, it suffices to do Lp estimates on the
positive half-line ζ > 0.
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We have

||χ2δh1||pp = δp−1

∫ 1/(2δ)

2δ

dζ

(ζ − δ)p
=

1
p− 1

− δp−1

p− 1
(

2δ
1 − 2δ2

)p−1.

This expression tends to 1
p−1 when δ → 0, therefore the first limit in (20) is zero.

Then we have

||χ2δh2||pp = δp+1

∫ 1/(2δ)

2δ

(
ζ

1 − δζ
)pdζ =

∫ 1−2δ2

1/2

(
1 − t

t
)pdt.

This expression also tends to a finite constant when δ → 0, therefore the second
limit in (20) is zero.

If 2 ≤ p < ∞ we have cot
(

π
2p

)
≥ ||Hφδ||p

||φδ||p and the formula (14b) follows from
(15b) in a very similar fashion. �

Lemma 2

Let H be the Hilbert transform and let φδ and ψδ be defined as in (11) above,

then for a.e. ζ ∈ R,

(22a) (Hφδ)(ζ) = tan
(
π

2p

)
ψδ(ζ) + rδ(ζ),

(22b) (Hψδ)(ζ) = − cot
(
π

2p

)
φδ(ζ) + sδ(ζ),

where lim
δ→0

rδ(ζ) = lim
δ→0

sδ(ζ) = 0 in the sense of the uniform convergence on the

compact subsets of (−∞, 0)
⋃

(0,+∞). Moreover, both rδ and sδ belong to Lp(R)
and their norms are bounded by a positive constant which is independent of δ.

Proof. We denote, as before, by χδ the characteristic function of the set Aδ defined
in (10). We denote by χc

δ the characteristic function of Bδ ≡ R\Aδ.
By Lemma 1 we know that

(Hφδ)(ζ) = tan(π/2p)
[
ψδ + sgn (ζ)|ζ|−1/pχc

δ(ζ)
]

+ sgn (ζ)hδ(ζ),

where, for ζ ∈ (δ, 1/δ) the term hδ(ζ) is given by the expression (18).
Since rδ = rδχδ + rδχ

c
δ, we can prove our claim separately for the two terms in

the right hand side of this equality. Again, since rδ is an odd function, it suffices to
prove our estimates on the positive half-line. For ζ > 0 we have



Sharp Lp estimates for the segment multiplier 317

rδ(ζ)χδ(ζ) =
ie(iπ)/p

π sin π
p

ζ

(
1
ζ2

∫
γδ

z−1/p

1 − (z/ζ)2
dz −

∫
Γδ

z−1/p−2

1 − (ζ/z)2
dz

)

Let cp = 1
π sin π

p
. Since |z/ζ| < 1 for z ∈ γδ and |ζ/z| < 1 for z ∈ Γδ, we obtain

|rδ(ζ)χδ(ζ)| = cpχδ(ζ)
∣∣∣1
ζ

∫
γδ

z−1/p
∞∑

n=0

(z/ζ)2ndz − ζ

∫
Γδ

z−1/p−2
∞∑

n=0

(ζ/z)2ndz
∣∣∣

≤ cpχδ(ζ)
∞∑

n=0

(∣∣∣ζ−1−2n

∫
γδ

z2n−1/pdz
∣∣∣ +

∣∣∣ζ2n+1

∫
Γδ

z−2n−2−1/pdz
∣∣∣)

≤ cpχδ(ζ)
∞∑

n=0

(∣∣∣ζ−1−2nδ2n+1−1/p

∫ 2π

0

eiθ(2n+1−1/p)dθ
∣∣∣

+
∣∣∣ζ2n+1δ2n+1+1/p

∫ 2π

0

e−iθ(2n+1+1/p)dθ
∣∣∣)

≤ 2cpχδ(ζ)
∞∑

n=0

(
ζ−1−2nδ2n+1−1/p

2n+ 1 − 1
p

+
ζ2n+1δ2n+1+1/p

2n+ 1 + 1
p

)
.

Therefore we obtain that

||rδχδ||p ≤ 2cp
∞∑

n=0

(
δ2n+1−1/p

2n+ 1 − 1
p

( ∫ 1/δ

δ

ζ−p−2npdζ
)1/p

+
δ2n+1+1/p

2n+ 1 + 1
p

( ∫ 1/δ

δ

ζp+2npdζ
)1/p

)

≤ 2cp
∞∑

n=0

(
(1 − δ4np+2p−2)1/p

(2n+ 1 − 1
p )(2np+ p− 1)1/p

+
(1 − δ4np+2p+2)1/p

(2n+ 1 + 1
p )(2np+ p+ 1)1/p

)
≤ K

where K is independent of δ.
We now observe that

rδχ
c
δ =

[
(Hφδ) − tan

( π

2p

)
ψδ

]
χc
δ = (Hφδ)χc

δ .
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We use the expression (16) for Hφδ and analyze separately the two cases ζ ∈
(−δ, δ) and |ζ| > 1/δ. In the first case we have |ζ/x| < 1 and

(Hφδ)(ζ) = −2ζ
π

∫ 1/δ

δ

x−1/p−2

1 − (ζ/x)2
dx = − 2

π

∞∑
n=0

ζ2n+1

∫ 1/δ

δ

x−(2n+2+1/p) dx

= − 2
π

∞∑
n=0

δ2n+1+1/p − δ−(2n+1+1/p)

2n+ 1 + 1/p
ζ2n+1.

Therefore

||Hφδ||Lp(−δ,δ) ≤
2
π

∞∑
n=0

|δ2n+1+1/p − δ−(2n+1+1/p)|
2n+ 1 + 1/p

(∫ δ

−δ

|ζ|2np+p

)1/p

=
21+1/p

π

∞∑
n=0

(1 − δ4np+2p+2)1/p

(2n+ 1 + 1/p)(2np+ p+ 1)1/p
≤ K.

In the second case we have |x/ζ| < 1 and

(Hφδ)(ζ) =
2
πζ

∫ 1/δ

δ

x−1/p

1 − (x/ζ)2
dx =

2
π

∞∑
n=0

1
ζ2n+1

∫ 1/δ

δ

x2n−1/p dx

=
2
π

∞∑
n=0

1
ζ2n+1

δ−(2n+1−1/p) − δ2n+1−1/p

2n+ 1 − 1/p
.

Therefore

||Hφδ||Lp(|ζ|>1/δ) ≤
2
π

∞∑
n=0

δ−(2n+1−1/p) − δ2n+1−1/p

2n+ 1 − 1/p

(∫
|ζ|>1/δ

|ζ|−2np−p

)1/p

=
21+1/p

π

∞∑
n=0

(1 − δ4np+2p−2)1/p

(2n+ 1 − 1/p)(2np+ p− 1)1/p
≤ K.

We have proven (22a) together with the claim about the uniform Lp bound-
edness of the “error term” rδ. The proof of (22b) and the estimates for sδ can be
obtained following exactly the same pattern. �

The following two corollaries will not be applied to our main result, but might
have some independent interest.
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Corollary 1

The normalized functions

(23) φ∗δ = (−4 log δ)−1/pφδ and ψ∗
δ = (−4 log δ)−1/pψδ,

have both Lp norm equal to 1. They satisfy

(24a) (Hφ∗δ)(ζ) = tan
(
π

2p

)
ψ∗
δ (ζ) + r∗δ (ζ),

(24b) (Hψ∗
δ )(ζ) = − cot

(
π

2p

)
φ∗δ(ζ) + s∗δ(ζ),

with

lim
δ→0

||r∗δ ||p = lim
δ→0

||s∗δ ||p = 0.

Proof. It follows immediately from the fact that rδ and sδ in lemma 2 are bounded
by a constant independent of δ. �

Let us now define the (p, p) subnorm of a linear operator T in the following way

(25) inf
||Tf ||p
||f ||p

where the infimum is taken over all Lp functions f which are not identically zero.
If T is not invertible then its subnorm is equal to zero, but invertible operators

like the Hilbert transform H have positive subnorm. In fact it is easy to see that
the subnorm of H is the reciprocal 1/np of its norm. This is a consequence of the
fact that H2 = −I, where I is the identity operator.

Corollary 2

Let φ∗δ and ψ∗
δ be defined as in (23). Let us consider the following two limits

(26) lim
δ→0

||Hφ∗δ ||p and lim
δ→0

||Hψ∗
δ ||p.

The first one coincides with the norm np of H for 1 < p ≤ 2 and with the subnorm

1/np of H for 2 ≤ p <∞. Exactly the opposite happens for the second one.

Proof. It follows from the fact that r∗δ and s∗δ of corollary 1 tend to 0 in the Lp sense
as δ → 0. �
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3. The (p, p) norm of the segment multiplier

Let us consider the following one-parameter family of functions

(27) hδ = −inpMδHM−δψδ,

where np, Mδ, ψδ, have been defined in (1), (4), (11). Denoting by Sδ the segment
multiplier associated to [−δ, δ] and remembering (3) we get that

Sδhδ = Im (−inpMδHM−δMδHM−δψδ) = Im (inpψδ) = npψδ,

and therefore

(28) ||Sδhδ||p = np||ψδ||p = np(−4 log δ)1/p.

Both ||hδ||p and ||Sδhδ||p blow up as δ → 0, but the following cancellation
property holds

Lemma 3
Let 1 < p ≤ 2, then for every δ ∈ (0, 1) we have

(29) ||hδ − iMδφδ||p ≤ K,

where K is a constant independent of δ.

Proof. From (22b) of Lemma 2 we obtain that

φδ = tan
(
π

2p

)
(sδ −Hψδ).

Using the fact that tan(π/2p) = np for 1 < p ≤ 2 we get

hδ(ζ) − ie2πiδζ φδ(ζ) = −inp e
2πiδζ H

(
e−2πiδx ψδ(x)

)
(ζ)

− ie2πiδζ np

(
sδ(ζ) −Hψδ(ζ)

)
= −inp e

2πiδζ
[
H

(
(e−2πiδx − 1) ψδ(x)

)
(ζ) + sδ(ζ)

]
.

Applying Minkowski’s inequality to the two terms into square brackets and
keeping into account that, by lemma 2, ||sδ||p ≤ K, we see that our claim is proven
once we show that the Lp norm of (e−2πiδx−1) ψδ(x) is also bounded by a constant
independent of δ. We have

∫
R

|e−2πiδx − 1|p |ψδ(x)|p dx = 2
∫ 1/δ

δ

|2 sinπδx|p 1
x
dx

≤ 2p+1 (πδ)p
∫ 1/δ

δ

xp−1 dx =
2p+1πp

p
(1 − δ2p) ≤ K,

and our lemma is proven. �
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Theorem 1

The (p, p) norm mp of S coincides with the (p, p) norm np of H.

Proof. Because of (6) we only need to show that mp ≥ np. By duality it suffices to
consider the case 1 < p ≤ 2. We claim that for every ε > 0 there exists a δ > 0 such
that

(30)
||Sδhδ||p
||hδ||p

≥ np(1 − ε),

where Sδ is the segment multiplier associated to [−δ, δ] and hδ are the functions
defined in (27). Note that

mp = sup
h∈Lp(R)

h�≡0

||Sδh||p
||h||p

does not depend on the particular δ > 0 chosen. Therefore, assuming (30), we obtain

mp ≥ ||Sδhδ||p
||hδ||p

≥ np(1 − ε),

and since ε > 0 can be arbitrarily small it follows that mp ≥ np.
To prove (30) we invoke Lemma 3 and observe that

||hδ||p = ||hδ − iMδφδ + iMδφδ||p ≤ K + (−4 log δ)1/p.

By (28) we get

||Sδhδ||p
||hδ||p

≥ np
(−4 log δ)1/p

K + (−4 log δ)1/p
= np

1
1 +K(−4 log δ)−1/p

,

and our proof is complete. �

4. Sharp Lp(Rn) estimates for the box multiplier

Let [a1, b1]× [a2, b2]× . . .× [an, bn] be the Cartesian product of n bounded intervals
of positive measure. We say that B is a box in R

n if B coincides with this set, or
if it is obtained from it via translations and rotations. We can associate to any box
B ⊂ R

n the multiplier operator SB which maps boundedly Lp(Rn) → Lp(Rn) for
1 < p <∞.
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The well-known behavior of the n-dimensional Fourier Transform under rota-
tions and dilations implies that the (p, p) norm mp,n of SB does not depend on the
particular choice of the box B. We will choose B = Bn = [−r, r]n obtaining

(31) (SBf)(x) =
∫

Rn

f̂(ξ)χB(ξ)e2πix·ξ dξ =
∫

Rn

f(t)χ̂B(x− t)dt,

where

χ̂B(x) =
∫

[−r,r]n
e2πix·ξ dξ =

n∏
k=1

∫ r

−r

e2πixkξk dξk =
1
πn

n∏
k=1

sin
(
2πr(xk − tk)

)
xk − tk

.

This means that

(32) (SBf)(x) =
∫

Rn

f(t1, . . . , tn)
n∏

k=1

σ(xk − tk)dt1 . . . dtn,

where σ(x) = 1
π

sin(2πrx)
x is the convolution kernel associated to the one-dimensional

segment multiplier S.

Theorem 2

The (p, p) norm mp,n of the n-dimensional box multiplier SB is equal to (np)n,

where np, given in (1), is the norm of the Hilbert transform H.

Proof. First we show that ||SBf ||Lp(Rn) ≤ (np)n||f ||Lp(Rn).

When n = 2 we can write

||SBf ||pLp(R2) =
∫

R

∫
R

|(SBf)(x1, x2)|p dx1 dx2

=
∫

R

∫
R

∣∣∣ ∫
R

∫
R

f(t1, t2) σ(x1 − t1) σ(x2 − t2) dt1 dt2
∣∣∣pdx1 dx2.

Let S(1) and S(2) denote the application of the one-dimensional segment multiplier
to the first and second variable of f . Namely

S(1)f(x1, t2) =
∫

R

f(t1, t2) σ(x1 − t1) dt1

and
S(2)f(t1, x2) =

∫
R

f(t1, t2) σ(x2 − t2) dt2.
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We obtain

||SBf ||pLp(R2) =
∫

R

( ∫
R

|S(2) S(1) f(x1, x2)|p dx2

)
dx1

≤ np
p

∫
R

||S(1) f(x1, ·)||pLp(R1) dx1

= np
p

∫
R

( ∫
R

|S(1) f(x1, t2)|p dt2
)
dx1

= np
p

∫
R

( ∫
R

|S(1) f(x1, t2)|p dx1

)
dt2

≤ n2p
p

∫
R

||f(·, t2)||pLp(R1) dt2 = n2p
p

∫
R

∫
R

|f(t1, t2)|p dt1 dt2

= n2p
p ||f(·, ·)||pLp(R2).

The cases n > 2 can be proven following recursively the same pattern.
We now need to show that the constant (np)n is best possible. In fact, by

Theorem 1 we know that there exists a sequence gk of one-variable functions such
that ||gk||Lp(R1) = 1 and lim

k→∞
||Sgk||Lp(R1) = np. It is easy to verify that the sequence

of two-variable functions fk(x1, x2) = gk(x1) gk(x2) then satisfy ||fk||Lp(R2) = 1 and
lim
k→∞

||SBfk||Lp(R2) = (np)2. It is also clear that this generalizes in a straightforward

way to the case n > 2. �

Remark. A minor variation of the same proof actually works for the more general
space Lp1(R) × Lp2(R) × . . .× Lpn(R), with p1, . . . , pn distinct exponents chosen in
the range between 1 and ∞. The norm of the box multiplier SB , which maps this
space into itself, is np1np2 · · ·npn

.

5. Related problems and final observations

There are essentially three kinds of segment multipliers, after dilations and trans-
lations are factored out. One is the multiplier associated to the whole real line
R, which coincides with the identity operator I. Another one is the multiplier P
(Riesz projection) associated to the half-line [0,∞) or, more in general to [r,∞) or
to (−∞, r] for some r real. Finally we have the multiplier S associated to a bounded
and nonempty interval [a, b].

In the introduction we have pointed out a major difference regarding the (p, p)
norms of P and S. There is actually another important difference: the periodic
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analogue of P does not behave like the periodic analogue of S. In [6] it is shown
that 1/ sin(π/p), the expression on the right hand side of (9), is indeed the norm
of the Riesz projection both on the line and on the circle. In the periodic case this
projection is obtained just discarding one half of the Fourier coefficients, typically
those with negative index.

The analogue of the segment multiplier on the circle is the operator S[h,k],
defined for all integers h < k by

(33) S[h,k]


 +∞∑

j=−∞
cj e

2πijx


 =

h∑
j=k

cj e
2πijx.

The (p, p) norms of these operators can be estimated but are not, to the best
of our knowledge, sharply known. They do depend on the particular choice of the
“frequency window” [h, k]. This is in stark contrast with the situation on the line,
where the norm is np regardless of this window.

We do not know yet whether it is possible to apply similar techniques to a larger
set of multipliers obtaining sharp norms, but we do know that good estimates can
be obtained in a variety of cases. Consider for example the “Haar multiplier” A,
associated to the function a(ξ) = χ[0,1](ξ) − χ[−1,0](ξ). Let ap be the (p, p) norm of
A. We claim that, for 1 < p <∞, we have

(34) np ≤ ap ≤ min{2np, n
2
p}.

In fact an infinite dilation of a(ξ) yields the function sgn (ξ) which is, except
for the factor −i, the multiplier associated to the Hilbert transform H. This ob-
servation, together with Fatou’s Lemma, gives us the lower estimate. The first
of the two upper estimates just follows from our Theorem 1 and Minkowski’s in-
equality, while the second follows from the same theorem plus the observation that
a(ξ) = sgn (ξ)χ[−1,1](ξ). Note that n2

p is better when p is close to 2, while 2np is
better for p→ ∞ or p→ 1.

There is another example where essentially the same approach we used for S
leads to a sharp result. Furthermore, a shortcut in the proof is available! It is the
case of the “gap Hilbert transform” Hr defined, for any r > 0, by

(35) (Hrf)(x) = −i
∫

R

(
χ(r,∞)(ξ) − χ(−∞,−r)(ξ)

)
f̂(ξ)e2πixξ dξ.

We have the following
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Theorem 3

The (p, p) norm of Hr, the multiplier operator defined in (35), coincides with

np, norm of the Hilbert transform H.

Proof. We observe first that Hr maps real-valued functions into real-valued func-
tions. One way to check this exploits the fact that the Fourier transform of a real-
valued function f can be written in the form g0 +ig1 with g0 even and real, and with
g1 odd and real. This implies that

(
χ(r,∞)(ξ) − χ(−∞,−r)(ξ)

)
f̂(ξ) = γ1(ξ) + iγ0(ξ)

with γ0 even and real, and with γ1 odd and real. The integral (35) reduces to the
real-valued expression

−i
∫

R

(
γ1(ξ) + iγ0(ξ)

) (
cos (2πxξ) + i sin (2πxξ)

)
dξ

=
∫

R

(
γ0(ξ) cos (2πxξ) + γ1(ξ) sin (2πxξ)

)
dξ.

Because of the theorem in [7] that we already mentioned in the introduction,
we can restrict our attention to real-valued Lp(R) functions f . We claim that

(36) Hrf = Re (Mr HM−r f),

where Mr is the operator defined in (4). In fact we have

(Mr HM−r f) (x) = −i
∫

R

sgn (ξ − r) f̂(ξ) e2πixξ dξ

= −i
∫

R

(
χ(r,∞)(ξ) − χ(−∞,−r)(ξ) − χ[−r,r](ξ)

)
f̂(ξ) e2πixξ dξ.

Therefore, denoting by Sr the segment multiplier associated to [−r, r], and
remembering that it maps real-valued functions into real-valued functions, we obtain

Re (Mr HM−r f)(x) = Re
(
(Hrf)(x) + i(Srf)(x)

)
= (Hrf)(x),

which is (36).
A proof of the theorem could now be constructed following the same strategy

we used for the proof of Theorem 1. More simply we observe that by dilation and
Fatou’s lemma the norm of Hr must be at least equal to np. On the other hand,
because of (36), the same estimate we did in (5) readily shows that this norm is also
less than or equal to np. �
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In higher dimensions it would be natural to try extending Theorem 2 to more
general multipliers, associated to polyhedral sets. In particular, when n = 2, it
would be very interesting to know the norms of multipliers associated to regular
polygons, or at least a sharp lower estimate of the rate of growth of these norms
with the number of sides. Some remarkable work in this direction can be found
in [1].

Added in proof. After this paper was submitted and accepted for publication J.
Lang showed us a preprint of his, in collaboration with R. Kerman, where they prove
that there are Orlicz spaces in which the norm of the segment multiplier is bounded
while the norm of the Hilbert transform is unbounded. Notice the contrast with the
classic Lp case, where we have just shown that the (p, p) norms of both operators
actually coincide for all 1 < p <∞.
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