ON THE ORTHOGONALITY OF SOME SYSTEMS
OF POLYNOMIALS

by
W. A. Ar-SAram

1. InTRODUCTION. Consider the BerNoULLI and EULER poly-
nomials defined by means of

tet,z [oe] tn
1.1 = B, (x) —
( ) et —1 ,,go ( ) n'

2¢!* ad m
1.2 = E,(x) — .
(1.2 e41 n}:‘o ) n!

We have B, (0) = B,, the BERNOULLI numbers and 2"E, (o) = C,
the tangent coefficients.

ToUuCHARD [6] defined a set of polynomials 2, (z) so that we have
the symbolic orthogonality

(1.3) B"Q,(B) =K, 6,, (0 <m <mn),
where

K (— 1" [nl]*
Tom2n 4 1)(1,3,5... (2n — )2

It is understood in (1.3) that after expansion B* is to be replaced
by B,.

ToUCHARD also indicated that (1.3) leads to actual orthogonality.
He proved

(L4) —

. ~c+00i
?J Mdgzzn Kn 6nm

sin? 7 2

¢ —0Q1

where — 1 <¢ < 0.
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CArLITZ [2] generalized (1.3) and (1.4) in the following manner.
Define
By () — Bus

(n+1)2

(obviously B,(0) = B,) and consider the polynomials defined by

Bn = l3n (2) =

2n
n

(15) QP () =(—2r @+ 1>n( )"’ FA(l — A+ 22)

where F} (z) is the PASTERNACK [5] polynomial. He proved
(1.6) B P B =KPs, 0<7r<n)

where

g _ (U4 ), (14,
" @n+1)27{1,3,5...(2n — 1)}2°
We have further

sin 7 A J""‘”" Q% (2) Q8 (2)

(1.7) dz=2K% s,

22 oo sin w2z sin 7 (2 — A)

where — 1 <c <0, 0 <A<,
Cari1rz also proved
(1.8) BO" A (GO =(=2)"" S (0=<m <n)

where

RUES) e
(1 - t)z+1 n=0
In this note we shall give different proofs of (1.6), (1.7) and (1.8)
making use of known facts in the theory of continued fractions.
This method has the advantage that given the moments g, (1) the
polynomials of (1.5) and the weight function are obtained in a na-
tural way.

2. Proof of (1.6). Let ¥(z) be the logarithmic derivation of
the gamma function of z. We have the asymptotic formula [4, 106]
oo B,
Y(z+ h)~log z— ¥ (— 1)"—ﬂ. |arg z| < 7.
n=1 n.

zn
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From this formula and familiar properties of the BERNOULLI poly-
nomials we can show that

(2.1) ;}{Y’(z—}—l)——&”(z-{—l—h)}~§w.

"o zn+l

This formula can be proved directly from the generating function
of B, (h),

s " 11— et
"2:0/3»( )'n!_h 1 —¢

Now consider the continued fraction [7, p. 372]

1 Ek—% a4 a,
2.2 Iy k) — W 1— k) V=
()2{ (2 4+ k) — Wz + )} an

where
=n2(n—|—l—2k)(n—l—|—2k)

o 4(2n — 1) 2n + 1)

From it follows, after some elementary transformation, that the
continued fraction associated with the series in (2.1) is given by

(2.3)

1 2 ¢ :
AP ) —Prl—h)l = : mrt
P { (z4+1) =¥ (e+ )} 2041—h+ 2z4+1—h+ 224+1—h+
where

2 2 __ 2
(2.4 c, =X m—"

4n?—1

Thus the 8, (4) are the moments of the J-fraction (2.3) which is uni-
formly convergent in every closed domain not including z = 0,

-1, —2, ...
Consequently we have the symbolic orthogonality
(2.5) P, (8) =0 r=0,1, ..., n—1),
#0 (r =mn),

where ¢, are the denominators of the convergents of the continued
fraction (2.3). They satisfy the recurrence relation

¢n-|-1 () =(Q2z+1—h) ¢n (z) +cn ¢n—1 (2)-
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If we compare this recurrence relation with that satisfied by the
PASTERNACK polynomials

(n+1) (n+m+1) FZ'+.1 () =—(2n+41) z F; (2) + 0 (n—m) Fy_1 (2)
we see that
¢n (2) = -Qg.) (2).

This completes the proof of (1.6).
3. Proof of (1.7). To prove (1.7) we begin by changing (2.3) into
a positive definite [-fraction. We get

(3.1) é{w(%zi—l-%—l—%h) - srf(ézz'ﬂ—%h)} - La o |

Z— Z— 22—

The denominators of the convergents of (3.1) are orthogonal poly-
nomials with respect to the distribution function ¥(x) obtained by
inverting the STIELTJES transform

%{T(%zi—{-%-l-%h)—!P(%zz'+%_%h)}=r 2408

iU
In fact we know that [7, p. 253]
¥ (u) =1imJ" Imi{gj(ix—y-l—%—%h)—?’(ix—y-i—%——%h)}dx.
y=0
0
If p (u) exists such that ¥’ (u) = $ (u) then
b (u) =1im01m—;;{¥’(ix—y+%+%h) — Y’(ix—y—{-é—%h)}-
y=++

To calculate p(x) we make use of the formula [4, p. 102]

ey 1
n=1

where C is EULER’S constant. We get

p(x)__l_‘): 2n—1—h . 2n — 144 }
—nh,,}:l{(Zn——h—l)z—l—xz ©2n + b — 1)% + %2
_sinwh 1

2 cos 3 (b — ix) cos I (b + ix)
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Replace ix by 2x — & + 1 we get the weight function associated
with the polynomials ¢, (), i.e

sin A 1
p (x) = , .
2k sin m (¥ — h) sin nx

From (1.2) we have

2 > C, t
el
e+1 ,=o 2" nl
We thus have asymptotic formula
oo -n
2 dt =2 sech t e~ df ~ W 52" Ca .
o et + . o gnt1

If we recall the continued fraction expansion [7, p. 206]

(3.2) r(;echktg-z;dt= 1 1.k 2.(k+1) 3. (k_|_2).“
2+ 2+ z2+ z 4+

0

it follows that 2—" C, are the moments associated with the ortho-
gonal polynomials defined by means of

a1 (8) = (2% + 1) fu (%) + 7 fu_q (%)
fox) =1, (x) =% + .

But f,(x) =n! A,(x). We thus have (1.8).
In the same way as in the proof of (1.7) we can obtain the actual

orthogonality satisfied by the polynomials A4, (z). This has been essen-
tially obtained by different methods in [1] and [3].
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